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Abstract

This study investigates verb formation in Modernbksv (hereafter MH) and
Palestinian Arabic (hereafter PA). It examines thteraction between morpho-
phonology and thematic operations. | refer to fihigraction asmorpho-thematic
relations. It is widely accepted that distinct thematiclizedions of the same verbal
concept are related items. | assume that theyexieed from one another via valence-
changing operations that manipulate the argumeunttsire of a predicate. In both MH
and PA, these thematic operations usually resudt ileast two predicates that share
the same concept but are morphologically distijecy. PAbana ‘build’ and its
passive counterpairibana‘be built’).

In Semitic languages such as MH and PA, themayicallated verbs share the
same stem consonants and are represented in diftenefigurations, calledinyanim
in Hebrew (sg.binyan. The choice of binyan for a given verb is to soextent
predictable, but there is also a great deal ofatian and idiosyncrasy in the system.
Previous studies have addressed various aspetite oflationship between form and
meaning in the verbal systems of MH and of varidia¢ects of Arabic. Most previous
studies examined either the syntactic-semanticcagpehe morpho-phonology of the
binyanim, but there are fewer studies taking babeats together into consideration
(see for example Bolozky 1978, 1999 and Schwarz\2@id8). The present study
explores the morpho-phonological and thematic factbat play a role in binyan
selection, aiming at revealing their interactiorifferent domains. | address this issue
by considering several empirical arrays: verb iraimn, relationships between
existing forms, language variation and change,docking effects in verb formation.

| advance three main claims.
(i) There is a constant interaction between monphorological constraints and
thematic-semantic criteria. The interaction betwdentwo plays a crucial role in all
aspects of verb formation.
(i) Following the claim that valence changing capply in the lexicon and in the

syntax, | contend that the component of the gramimarhich thematic operations
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take place, affects the relation between morphaplogy and valence changing. |
show that there are characteristic distinctionsvben the effect of morpho-phonology
in the lexicon and its effect in the syntax.

(i) A word-based account provides a better actdan the application of morpho-
phonological constraints on valence changing amddistinctions between the two
types of morpho-phonology (mentioned in (ii)). Sfeally for MH and PA, this type
of account makes no separate reference to a camsbnaot, as words are assumed to

be formed directly from existing words via stemeimtal modifications

The dissertation is organized as follows. Chaptere2ents the general framework
of the research, in particular, the hypothesis titexicon is an active component of
the grammar. | discuss the basic assumptions tichtan approach makes with regard
to morphology, phonological representation, andapplication of valence-changing
operations.

Chapter 3 examines trdivision of labor between the lexicon and the synia
with respect to thematic operations, and discudsegmplications of this division for
morpho-phonology. The next four chapters examiee@hationship between morpho-
phonology and thematic operations in four differemipirical arrays.

Chapter 4 deals witlverb innovation; it investigates the criteria for binyan
selection in the formation of new verbs. Verb inathon provides direct access to the
process of verb formation and shows how differgpés of criteria and constraints are
taken into consideration. It is shown that the raté&on of thematic-semantic and
morpho-phonological criteria dictates the selecbbhinyan.

Chapter 5 examinegbe relation between exiting formswith respect to valence
changing. | show that while there are specific Bmyaradigms for each operation,
there are also cases where the selection of bisgams to be less predictable. In
addition, there are phonological faithfulness craists that dictate the selection of a

specific binyan.
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Chapter 6 addresses the issuemmirphological variation, in which a specific
verbal concept becomes associated with an additibimgan, without change of
meaning, resulting in two verbs that are morphaally related and semantically
identical. The main claim is that the developmdrarmother binyan results from both
morpho-phonological and thematic-syntactic fact®¥sth respect to the former, the
morphological mechanism changes the binyan of varbscases where their
inflectional paradigm consists of prosodic or carest alternation. With respect to the
latter, verbs that are stored in the lexicon amttecally derived entries have a greater
chance of undergoing binyan change than do basieenin addition, verbs which
are morphologically neutral with respect to tramgy change into a binyan that is
marked as transitive or intransitive.

Chapter 7 provides an analysis lwbcking effectsin verb formation. | present
four cases in which verbs that are conceptuallysiptes do not occur as actual words
arguing that their absence is not a mere coinceleRather, it is the result of
phonological constraints that block verb formatibarthermore, |1 show that the same
factors that block word formation in the lexicon dot block it in the syntax. This
provides further evidence that there are two tygfenorphological processes.

Chapter 8 consists of concluding remarks.

This study provides insights into the organizatainthe mental lexicon and its
interaction with the morphological module of theammar and into the forces that

play a role in word formation.
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Chapter 1. Introduction

1.1. Goals of the Study

This study investigates verb formation in Modernbksv (hereafter MH) and
Palestinian Arabic (hereafter PA). It examines thteraction between morpho-
phonology and the thematic operations. | refethts interaction asnorpho-thematic
relations.

It is widely accepted that distinct thematic reatiians of the same verbal concept
are related items. Following Reinhart and SiloiQ®), | assume that they are derived
from one another via valence-changing (thematic@rajpons that manipulate the
argument structure of a predicate. In both MH ard these thematic operations
usually result in at least two predicates that ehtdre same concept but are
morphologically distinct (e.g. MHRatav ‘write’ and its reciprocal counterpdritkatev
‘correspond’). In other words, valence-changingrapens in these languages are
marked by morphological processes.

In Semitic languages such as MH and PA, themayiaallated verbs share the
same stem consonants and are represented in diffeoafigurations, each with a
distinct vocalic pattern, callebinyanim (sg. binyan. The binyan determines the
phonological shape of the verb: its vowels, prosatiiucture and affixes (if any). The
phonological shape of a verb (unlike that of a nasnessential for determining the
shape of other forms in the inflectional paradigdeh{warzwald 1973, Bolozky 1978,
Bat-El 1989, 2011, Aronoff 1994a).

The choice of binyan for a given verb is to som&eixpredictable, but there is
also a great deal of variation and idiosyncrasyhm system. Previous studies have
addressed various aspects of the relationship eetfeem and meaning in the verbal
systems of MH (Ornan 1971, Blau 1972, Ben-Asher2l ®ar-Adon 1978, Berman
1975a, 1975b, 1978, Schwarzwald 1975, 1981a, Bgld&s8, 1982, 1999, 2003a,
Goldenberg 1985, 1994, Ravid 1990, 2003, Nir 1B&-El 1994, Henkin 1997,
Ussishkin 1999a, 2005, Sasasaki 2000a, 2000b, Bowsky 2001, Ravid and



Malenky 2001,Doron 2003a, 2008, Nevins 2005, Sid08a, Izre'’eR01Q among
many others) and of various dialects of Arabic (Bl4970, Saad 1982, Bolozky and
Saad 1983, Saad and Bolozky 1984, Testen 1987, I[2eN1988, Moore 1990, Wittig
1990, Benmamoun 1991, Mahmoud 1991, Levin 1995 k&jre and Scheer 1996,
Guerssel and Lowenstamm 1996, Al-Dobaian 1998, 2B0%es 1998, 2004, Younes
2000, Watson 2002, Teeple 2003, Jastrow 2004, Hall2006, Shawarbak007,
Henkin 2010, among others). The present study egplihne morpho-phonological and
thematic factors that play a role in binyan setsttiaiming at revealing their
interaction in different domains. | address thsues by considering several empirical
arrays: verb innovation, relationships betweentagsforms, language variation and
change, and blocking effects on verb formation.

| advance three main claims. First, | argue tharghis a constant interaction
between morpho-phonological constraints and thensgmtactic criteria. The
interaction between the two plays a crucial rolealihaspects of verb formation; it
reflects propensities of the word-formation meckaniwith respect to binyan
selection, development of new forms of verbs, &eddalocking of verb formation.

Second, | contend that the operations can take ptathe the lexicon or in the the
syntax, and component of the grammar in which tiaég place affects the relation
between morpho-phonology and valence changingowghat there are characteristic
distinctions between the effect of morpho-phonolagyhe lexicon and its effect in
the syntax. These distinctions provide evidencetf@& existence of two types of
morphology — lexical and syntactic — and suppoet ¢haim that morphology is an
independent component of the grammar which interaeparately with the lexicon
and the syntax. Furthermore, it supports the nodibthe lexicon as a component of
the grammar that is active in word formation, inli&idn to the syntax.

Third, | argue in favor of a word-based account,which words are formed
directly from existing words via stem-internal michtions. Specifically for
languages such as MH and PA, this type of accoahkiesino separate reference to a

consonantal root, which does not exist indepengeitlargue that this approach



provides a better account for the application ofpho-phonological constraints on

valence changing and for distinctions betweenwtetypes of morpho-phonology.
This study provides insights into the organizatainthe mental lexicon and its

interaction with the morphological module of theammar and into the forces that

play a role in word formation.

1.2. Outline

The dissertation is organized as folloWhapter 2 presents the general framework of
the research, , in particular, the hypothesis tthatlexicon is an active component of
the grammar. | discuss the basic assumptions ticht & approach makes with regard
to morphology, phonological representation, andapplication of valence-changing
operations.

Chapter 3 examines trdivision of labor between the lexicon and the synta
with respect to thematic operations, and discudsegmplications of this division for
morpho-phonology. The next four chapters examiea@hationship between morpho-
phonology and thematic operations in four differemipirical arrays.

Chapter 4 deals withrerb innovation; specifically, it considers the criteria for
binyan selection in the formation of new verbs. /emovation provides direct access
to the process of verb formation and shows howerkfit types of criteria and
constraints are taken into consideration. | showat tim both MH and PA, the
interaction of thematic-semantic and morpho-phogickl criteria dictates the
selection of binyan.

Chapter 5 examinegbe relation between exiting formswith respect to valence
changing. | present the morphological manifestatibfive operations, showing that
while there are specific binyan paradigms for eapleration, there are also cases
where the selection of binyan seems to be arbiay less predictable. | show that
even in such cases, there are phonological fartefid constraints that dictate the
selection of a specific binyan and not anothertifarmore, this chapter provides an

account for cases of an apparent mismatch betweematic and morphological



relations between verbs. These are cases whertheéhsatic properties of the verb
indicate that form A is derived from B, while themhological relation between them
shows that A is the base for the formation of B.résolve such mismatches, | propose
a systematic guideline, which takes into considenatiiachronic data regarding the
emergence of verbs, relying on the notion of frolical entry.

Chapter 6 addresses the issuemmirphological variation, in which a specific
verbal concept becomes associated with an additibimgan, without change of
meaning, resulting in two (or sometimes three) sehat are morphologically related
and semantically identical. After defining morphgilcal variation as it relates to the
binyan system and outlining three different typés/ariation, | analyze the factors
that bring about the development of a new morphiocdddorm alongside the existing
form, and are responsible for the choice of a $igelsinyan during that process. The
main claim is that the addition of another binyassults from both morpho-
phonological and thematic-syntactic factors. Witespect to the former, the
morphological mechanism changes the binyan of varbscases where their
inflectional paradigm consists of prosodic or segtakalternation. With respect to the
latter, verbs that are stored in the lexicon amtteally derived entries have a greater
chance of undergoing binyan change than do basiegnVerbs that are the output of
syntactic operations do not undergo morphologita@nge. In addition, verbs which
are morphologically neutral with respect to tramgy change into a binyan that is
marked as transitive or intransitive.

Chapter 7 provides an analysis lbcking effects on verb formation. | present
four cases in which verbs that are conceptuallysiptes do not occur as actual words
arguing that their absence is not a mere coinceleticis, rather, the result of
phonological constraints such as the Obligatoryt@amPrinciple and morphological
complexity that results from inactive morphologipakterns. Furthermore, | show that
the same factors that block word formation in #e@don do not block it in the syntax.

This provides further evidence that there are twmes of morphological processes,



those that apply to lexical outputs in the lexicmd those that apply to syntactic
outputs in the syntax.

Chapter 8 consists of concluding remarks.



Chapter 2. Theoretical Background: The Active Lexicon

This chapter presents the theoretical frameworlcivmy research is anchored in. The
work reported here is based on the notion of aiveadéxicon (as coined by Siloni
2002), that stems from the lexicalist approach twdaformation (Chomsky 1970,
Halle 1973)! The active lexicon has thus far been discusséleititerature from two
separate points of view: a morpho-phonological am& a syntactic-thematic one. The
former contends that morphological rules can applyhe lexicon, and the latter
argues that valence changing operations can appilgel lexicon. According to the
lexicalist approach, words are formed by lexicdésuwhich are independent of and
different from the syntactic rules of the syntakeTconcept of an active lexicon states
that the lexicon is active in word formation andhsis more than just a list of items.
The approach follows Jackendoff’'s (1975) full-entiqeory, according to which the
lexicon is a repository of information about exstiwords. This work supports the
concept of a lexicon that is active in both of #h@sodules and that participates in the
application of valence-changing thematic operati@msl in morpho-phonological
processes. These two different notions of the adéxicon will be discussed in detail
below. In addition, this work supports the clainatttmorphology is an independent
component of the grammar that interacts separatgly the lexicon and the syntax

(Borer 1991).

2.1. Morpho-phonological Relations and the Lexicon

The idea of a morpho-phonologically active lexicenbased on the claim that
morpho-phonology can apply within the lexicon (AofinL976, 1994a, 2007, Steriade
1988, McCarthy and Prince 1990, Bat-El 1994, 200ssishkin 1999a, 2005, Blevins
2005, 2006, among others). As will be discussedvbethe relevant arguments rely
on a word-based approach and on the assumptionwbeds are organized in

paradigms.

! The lexicalist approach has received differentiulations over the years. See for example, Lapoin
(1980), Selkirk (1982), DiSciullo and Williams (188 Bresnan and Mchombo (1995) among
others. The differences between them are not drigithe purposes of this study.



2.1.1. Word Based Derivation and the Accessibility of Pardigms

The word-based approach, originally proposed imafb(1976), is the notion that the
lexicon consists of words rather than of morphemests or coded concepts.
Aronoff's main thesis states that a word is forrbgdapplying Word Formation Rules
(WFRs) to an existing word or stem. Both the detiend the base words are
members of a major lexical category. Aronoff refey these rules as once-only rules
that do not apply every time a native speaker spegkey serve for producing and
understanding new words which may be added to peaker's lexicon and as
redundancy rules defining morphological relatiorSuch a view assumes a
phonological representation of words in the lexicdine distinction between a
root/morpheme-based morphology and a word-baseghuotogy corresponds to the
traditional distinction between ‘item and arrangethenodel and ‘item and process’
models respectively (Hocket 1954, Matthews 19727419Anderson 1992). The
former is a model in which morphemes are the basits of meaning and they are
arranged linearly. The latter is a model in whilsé structure of a word is specified by
a series of processes affecting its base. Thisyshddocates the advantages of the
latter model. This view also intertwines with tharhework of Lexical Phonology
(Kiparsky 1982, Mohanan 1986, Goldsmith 1993), irhick phonology and
morphology serve as inputs for one another. The obrexical phonology is that a
subset of phonological rule applies in the lexitoraccordance with morphological
operations, and another subset applies post-léxicBhe output of a phonological
process can undergo morphological processes amsdlject to further phonological
rules.

Another crucial aspect of the idea of a morpho-phagically active lexicon is
access to an entire paradigm during the coursemiation (Steriade 2000, McCarthy
2005). A paradigm expresses the ways in which Istguentities may be connected in
the lexicon. As a result of these connections, ethare various cases where a
phonologically motivated alternation is suppressedavor of paradigm uniformity.

Thus, relationships between existing words are nakdo account during the



formation of new words. This study provides furttseipport for the claim that the
mechanism of word formation must take into accawttonly the word itself but also
its relationships to other words in a paradigm (8ee Marle 1985, Spencer 1988,
Corbin 1989, Stump 1991, 2001, Anderson 1992, Bect893, Booij 1996, Steriade
2000 and McCarthy 2005, Blevins 2005, 2006 amdhgrs).

2.1.2. Non-concatenative Semitic Morphology

Semitic morphology raises questions about the gxaxesses that take place in word
formation. | adopt the theory of Stem Modificati¢Bteriade 1988, McCarthy and
Prince 1990, Bat-El 1994), which accounts for gealigations about morpho-

phonological alternations by allowing for stem-mmi@ adjustments rather than
positing the extraction of a consonantal root (@Qrid®83, Bat-El 1986, McCarthy

1979, 1981, McCarthy and Prince 1986, Yip 1988ahdfman 1988, 1992, Farwaneh
1990). This theory accounts for the transfer obinfation such as vowel quality,

consonant adjacency and prosodic structure froasa fiorm to a derived form. It also
supplies a uniform account for cases of non-Seratiguages exhibiting phenomena
similar to those found in Semitic languages (BaR&02). In addition, Guerssel and
Lowenstamm's (1990, 1996) analysis of Classicabiraerbs suggests that the vowel
in an inflectionally derived stem can be predictedthe basis of the quality of the
lexically specified vowel in the base. Various s¢sdhave highlighted the absence of
motivation for a root-based derivation (Bolozky 897999, 2003a, 2005, Horvath
1981, Lederman 1982, Heath 1987, Hammond 1988, kicZand Prince 1990, Bat-

El 1994, 2001, 2002, Ratcliffe 1997, 1998, Gafo812(Rose 1998, Ussishkin 1999a,
2003, 2005, Benmamoun 2000, 2003). ). The currentysadds to earlier studies by
providing further evidence that the word-based apgin allows a better account than
the root-based approach with regard the relatigssivetween the various verbal
forms in MH and PA. There are, in addition, studlest examine the question of root-
based or word-based storage is Semitic languagem fa psycholinguistic

experimental point of view (see for example Frdstrster, and Deutsch 1997,



Boudelaa and Marslen-Wilson 2000, 2004, Frost, 8ibytand Forster 2000, Sumner
2003, Berent, Vaknin, and Marcus 2006, Twist 2@0@ Ussishkin and LaCross
2008). The proposals made in this study would alldesigning various other

psycholinguistic experiments that would test thpdilileses advanced.

2.2. Thematic Relations in the Lexicon

Studies defending the active lexicon approach vatfard to thematic relations claim
that valence changing can apply in the lexicon.this framework, the grammar
includes a lexicon that is more than merely a &titems, and allows for the
application of derivational operations regardle$sh® morphological change that
takes place, if any (Levin and Rappaport-Hovav 198B5, Reinhart 2000, Siloni
2002, Horvath and Siloni 2008, 2010a, 2010b, Md®{(4). The lexicon is regarded
as an interface between the conceptual system ladcamputational system. It
contains coded concepts along with their thematidsg and it functions as a
computational component which can perform valerf@ging operations pre-

syntactically.

2.2.1. Valence-changing Operations
Valence-changing operations manipulate the themgtids of verbs by reducing,
adding or modifying thematic roles. In this workptus on five types of operations.
Passivizationis an operation that saturates the external apetd role (Chierchia
2004, Reinhart and Siloni 2005). The external islexot mapped onto the subject
position, but it is present at the level of intefation. Passive forms license agent-
oriented adverbs, a by phrase and instruments,hwddicrequire the presence of an
agent role in the semantités shown in {b), a by-phrase can be added to the passive

predicate since the agent is still semanticallyeasible.

2 In MH and PA it must be interpreted as an ageutfte input can also have a cause role. In English

it does not have to be an agent (see Meltzer-Assth@ppear). Meltzer-Asscher also argues that
English passives include a syntactically realizeigrmal argument, whereas in Hebrew the implicit

argument exists in the semantic representation (sdg Baker, Johnson and Roberts 1989, Borer
1998 and Collins 2005 for further discussion of diperation).



(1) a. John wrote the letter

b. The letter was written by John

Causativization adds a thematic role to the theta grid of the inphe set of verbs
that can undergo causativization are either tramesiterbs or intransitive verbs whose
thematic grid contains an agent. The thematic ttodé is added in the operation is an

agent (Reinhart 2000, Horvath and Siloni 2011a).

(2) a. The soldiers marched up the hill

b. The commander marched the soldiers up the hill

The thematic grid of the vemnarchin (2a) includes an agent: the event that the verb
represents involves the marcher. The transitiveb var (2b) is derived from the
intransitive march by the addition of an agent to its thematic gfitbte that the
thematic roles in both cases must be realized byate arguments.

Decausativization derives intransitive predicates by fully elimimagti an external
cause theta role (Reinhart 2002, to appear). Thdigate’s valence is reduced, and
the verb loses its accusative case. The reducedatierole of cause is no longer
accessible at the level of interpretation (see Bigutriadis (to appear))The thematic
grid of verbs that can undergo decausativizatiorstngontain a thematic cause role
and not a role that is obligatorily agentive. Conepthe vertmeltin (3) with the verb
write in (4). The thematic grid ahelt consists of a cause that can be realized as an
agent but also as a natural force (the sun). Toerefthe argument that causes the
action of melting can be either inanimate or anar{@a). Consequently, the verb is an
appropriate candidate for decausativization, asveho (3b). It is impossible to add a
by-phrase in (3b) because the reduced role doesexist even at the level of
interpretation, in comparison to passivization (1b)contrast, the thematic grid of the

verbwrite has an obligatory agent, as #aj: the entity that writes must be animate.

% See Horvath and Siloni (2011) for evidence thatabent role of the input is adjusted and ceases to

play the role of the entity that causes the everttamd (e.g., it does not license agent-oriented
adverbs). This is expected given the each themetation can be instantiated only once per
predicate (as often observed, see Bresnan 1982s0@al998, Parsons 1990, Pesetsky 1995,
Williams 1981, among others). See Horvath andns{®011) for an extensive discussion.
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Thus this verb is not a candidate for decausatiaagaand indeed it cannot undergo
that operation 4b). Verbs that are the output of decausativizatase labeled

‘decausatives’.

(3) a. John/The sun melted the ice

b. The ice melted (*by John/the sun)

4) a. John wrote the letter

b. *The letter wrote

The verbal alternation captured here by decaugatioin is sometimes regarded as
an instance of causativization (Pesetsky 1995, EknB004, Harley 1995, 2006,
Pylkkanen 2002, 2008, among many others). Reif{fR@fi2, to appear), Reinhart and
Siloni (2005) and Horvath and Siloni (2010a, 2012@11b) provide arguments that
causativization and decausativization are distpérations. Note that under this
analysis the two operations are different with rdga both directionality and the set
of input verbs on which they apply.

Reflexivization and reciprocalization derive intransitive predicates, but unlike
decausativization, they do not eliminate a theta.rmstead, a theta role (from the
complement domain) that is not mapped onto a stintacggument position is present
in the semantics of the resulting predicate antt boles are associated with the same
argument (Reinhart & Siloni 2004, 2005, Siloni 2BGd references therein). In both
cases the syntactic valence of the verb is reduaedit is in passivization and
decausativization. Reflexivization and reciprocaian differ in their semantics: in
reflexivization an agent acts on itself (5b), white reciprocalization two or more

agents act on each other (6b).

(5) a. John washed himself.

b. John washed.

*  For further discussion of the direction of derivatsee also Lakoff (1971), Saad and Bolozky
(1984), Grimshaw (1982), Haspelmath (1987, 19933jna (1992), Wunderlich (1997), Kratzer
(2004), Marelj (2004), Alexiadou, AnagnostopoulawdaSchéafer (2006), Kallulli (2007, 2009),
Alexiadou and Anagnostopoulou (2009), Koontz-@ddn (2009), Réakosi (to appear) among
others.
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(6) a. John and Mary kissed each other.

b. John and Mary kissed.

2.2.2. The Lexicon-Syntax Parameter

While valence-changing operations apply cross-istgrally, languages vary with
regard to the component of grammar where certagmations, such as reflexivization,
apply (Reinhart and Siloni 2005, Horvath and Sil@d08). Reinhart and Siloni
(2005) suggest that thematic operations can applihé lexicon or in the syntax

according to parametric selection. The relevanampater is stated as follows:

(7)  The Lex-Syn ParametéReinhart and Siloni 2005)

UG allows thematic operations to apply in the lexior in the syntax

In some languages (e.g. Hebrew, Hungarian), theevaf the parameter is set to
‘lexicon’ for operations like reflexivization anceciprocalization, and in others (e.g.
French, Romanian), the value of the parametertigosesyntax’. The setting of the
parameter determines a cluster of syntactic anédsgoproperties.

Following Reinhart and Siloni (2005) and Siloni (8D, to appear), | assume that
causativization, decausativization, reflexivizateomd reciprocalization in MH and PA
apply in the lexicon, in contrast to MH passivirati which applies in the syntax
(Horvath and Siloni 2008). This division of labagttveen the lexicon and the syntax
is evidenced by a list of syntactic and semantatuiees that exhibit a distinction
between the lexical and syntactic operations. Vdieat are derived by lexical
operations allow nominalizations of the deriveddicate and semantic drifts. In
addition and their productivity is relatively lovs shere are gaps in their application.
Syntactic operations, in contrast, are highly paiche and verbs that are their output

do not undergo semantic drift and do not give tiseominalizations.

2.3. Morphology and Its Status in the Grammar
The proposed analysis sheds light on the statasopphology in the grammar and its

interaction with the lexicon and the syntax. ltatek closely to the Split-Morphology
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Hypothesis (Anderson 1977, 1982, Scalise 1984, 1B8Bmutter 1988), according to
which derivation and inflection are distinct anddog to separate components of the
grammar. Inflection and derivation have tradititypdbeen treated as distinct, and
differences between them, including productivityl docus of application, have been
discussed. However, there is actually no solidsitivi between them (Aronoff 1976,
Anderson 1981, 1992, Schwarzwald 1998a, 1999a, (@102, 2007, Bybee 1985,
1988, 1995, Stemberger and MacWhinney 1988, Badeakd Caramazza 1989,
Jensen 1990, Spencer 1991, Spencer and Zwicky I®@8sler 1989, Booij 1996,
2005, 2006, Beard 1998, Stump 1998, among othere)llow Anderson’s (1982,
1992) proposal that inflection is relevant to synadnile derivation is not. Inflection is
the case in which principles of syntactic structamel of word formation interact with
one another: it changes grammatical features ssicerse and agreement of gender,
person and number and specifies the grammaticaitim of words in a phrase
without altering their meaninyDerivation basically creates new words with new
meaning. Thus valence-changing operations arededaxs derivational in this study.

| distinguish between two types of derivational @pens: those which apply in
the lexicon and those which apply in the syntax.obmer words, derivational
morphology can apply in both of these componentshef grammar. As stated by
Anderson (1992:5), "word structure can only be ustb®d as the product of
interacting principles from many parts of the graannat least phonology, syntax and
semantics in addition to the lexicon. As such, rholpgy is not a theory that deals
with the content of one box in a standard flowctig picture of a grammar, but
rather a theory of a substantive domain whose obimgevidely dispersed through the
grammar”. This is the central insight of the PalalMorphology model (Borer 1991),
which argues for the existence of an autonomousphwogical component that
interacts with both the lexicon and the syntax aich is not reducible to syntactic

processes.

® See Anderson (1992), Haspelmath (1996), Booij §2Gnong many others for the discussion of

different types of inflection.
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2.4. Summary
| assume in this study that the mental lexiconnisetive component of the grammar
both thematically and morphologically. The lexican not fully transparent and
contains gaps and idiosyncrasies, in contrast éosgmtax, which is transparent and
productive, though allowing fewer exceptions. | lwdhow that despite the
idiosyncrasies, there are systematic guidelines mbgulate word formation in the
lexicon. The organization of the lexicon can be swamzed as follows:
a. It consists of words: coded concepts together wigir morpho-phonological
representation.
b. Words are organized in paradigms based on them ord meaning. Paradigms
are accessible to processes that take place lexioen.
c. There are (at least) two mechanisms that applyarexicon:
(i) athematic-semantic mechanism, responsible f@mnea changing
(and possibly other semantic modifications, as)well
(i) a morphological mechanism, responsible formforg words by modifying

existing ones.

The approaches advanced in this dissertation stamd contrast to
syntacticocentric approaches such as the Distiibi@rphology (hereafter DM)
approach (Halle and Marantz 1993, Marantz 19970202000b, 2001 among others)
and Borer’s approach (1998, 2001, 2004), which ucedthe operative role of the
lexicon entirely, transferring all derivational pexlures to syntax (see also Doron
2003a, Arad 2003, Manzini and Savoya 2004 amongrethSuch approaches view
the lexicon as mere lists of roots, whose argums&ratture can be manipulated only
in the syntax, by merging with functional headsedties that are couched within this
framework suggest architecture of the grammar theludes a single generative
engine. | will highlight the advantages of the aetlexicon approach throughout the

dissertation.
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The next chapter examines the morphological maaiies of thematic
operations in MH and PA, focusing on the differenbetween morpho-phonology
which applies to lexical outputs in the lexicon ahdt which applies to syntactic
outputs in the syntax.

It should be noted that the term 'morphology' hasgide interpretation, as it is
relevant not only to word structure, but also toameg and to the syntax. In this
dissertation, | use the term 'morphology’ and 'molgpgical relations/properties’ to

denote only structural relations or properties.
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Chapter 3. The Morpho-phonology of Thematic Operations

This chapter examines the morpho-phonological reatation of valence changing,
and specifically the morpho-phonological differendsetween syntactic and lexical
operations. It is crucial to distinguish betweea #lalence changing operations and the
morphological processes that manifest them, asthes two different facets of the
derivational relations. However, while | adopt thew that these are two independent
mechanisms in the grammar, | argue for a clearetaron between them. This
correlation also results from the component of gin@mmar where each operation
takes place, i.e. the lexicon or the syntax, andthfthe types of morpho-phonology
that apply in it. | begin by providing a generackground on the verbal systems of
MH and PA B8.1) and then turn to the analysis of the diffeemnbetween the two
types of mechanisms3.Q). After motivating the claim that syntactic afekical
operations are manifested by two types of morphmplogy, | turn to the case of PA
passivization and show that unlike in MH, it should considered as a lexical

operation 8.2.1).

3.1. The Verbal Systems of MH and PA

Thematic operations in MH and PA typically have arpmological manifestation.
Thematically related verbs in MH and PA share tAme stem consonants and are
represented in different prosodic templates wittioaalic pattern, called binyanim
(binyan sg.) (Berman 1978, Bolozky 1978, 1982, Satawald 1974, 1981a, 2001a,
Glinert 1989, Goldenberg 1998, Bat-El 2011, amotigeis). The binyan determines
the phonological shape of the verb, i.e. its vowptssodic structure and affixes (if
any). The phonological shape of a verb, unlike tbata noun, is essential for
determining the shape of the other forms in thieational paradigm (Berman 1978,
Bolozky 1978, Bat-El 1989, Aronoff 1994a, 2007). M&hd PA binyanim are

presented in§) and 0) respectively.

®  The examples in this study are in their past fasmich is the citation form, conventionally assumed

to be the base of formation throughout the inflawdil paradigm, as it is free of inflectional suéfx
(see Ussishkin (1999) and Bat-El (2003), among rejhdHdowever, the direction of derivation is
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(8)

(9)

as demonstrated for MH decausativizationliQ)( The transitive verkimet‘creased’
is formed inCiCeC (10a), while its decausative counterpart is formetitCaCeC

(10D).

(10)

MH binyanin{

Binyan Example
CaCaC katav ‘write’
niCCaC nirSam ‘register’
hiCCiC himSix ‘continue’
CiCeC limed ‘teach’
hitCaCeC | hitlabeS ‘get dressed’
PA binyanini
Binyan Example
CaCaC katab ‘write’
CaCCaC ballas ‘begin’
Ca:CaC ja:wab ‘answer’
aCCaC attab ‘strike’
tCaCCaC | tfarraj ‘watch’
tCa:CaC tfa:raq ‘split up’
inCaCaC insaraq  ‘be stolen’
iCtaCaC iStarak ‘participate’
iICCaCC hmarr ‘blush’
istaCCaC | istémal ‘use’

a. darkimet et ha-m&il
‘Dan creased the coat’

b. ha-m&il hitkamet
‘The coat creased’

Valence changing in MH and PA typically goes hamthand with binyan change,

irrelevant for the purposes of my analysis. Theesamalysis could hold under the assumption that
either the present or future form is the basic f¢see Horvath (1981), McOmber (1993), Benua
(1997), Benmamoun (1999)).

This dissertation does not include an analysth@hitCaCeCbinyan. This form is used exclusively
in a high register and every verth&aCaCeCcounterpart and has no independent existenceiShat
2009, Siloni 2008, Bolozky 2010).

TheiCCaCChbinyan is highly rare in PA and it is used maitdydenote color change. It is therefore
not discussed in this study.
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MH and PA binyanim differ from one another mainty the type of predicates
they host (Rosén 1956, 1977, Berman 1978, BoloZXy8;1 Schwarzwald 1981a,
2001a, 2009a, Ravid 2004, 2008, Fassi Fehri 19pHArei 1997, Doron 1999, Arad
2003, 2005, Coffin and Bolozky 2005, among othefgy. example, reflexive verbs
are mostly formed in th&itCaCeCin MH (e.g. hitraxec ‘wash oneself’) and in
tCaCCaCin PA (e.g.tmasSat‘comb oneself’). However, it is crucial to note thhe
thematic division of labor among the binyanim idyoa tendency and is subject to a
great deal of irregularities. For example, the Mgtbhit Zalel ‘abuse’ is a basic entry
in the lexicon and although it is not a reflexiverly, it is nevertheless formed in
hitCaCeC Also, the relation between the binyanim is somesinexpressed in
semantic relations that are not the result of v@erhanging: e.g. the PA vegada:
‘make a hole’ CaCaQ has an intensive counterpgedda: (CaCCaQ ‘make several
holes’. However, such relations are relatively lessymon and the main criterion that
distinguishes binyanim is thematic. Although thiesgon of a binyan cannot be fully
predicted based on thematic features of a verbbithganim do have a preference for

certain predicates, as will be discussed in detaithapters 4 and 5.

3.2. Morpho-phonological Differences between Lexical an&yntactic Operations

| assume that MH passivization is syntactic (Hdmvand Siloni 2008), while all the
other thematic operations in MH and PA are lexiRainhart and Siloni (2005). In
Laks (2006, 2007a,), | show that passivization iodern Standard Arabic (hereafter
MSA) is also syntactic, as in MH. These studieswshhat the distinction between
lexical and syntactic operations is based only ymtagtic-semantic properties of the
operations and is independent of the morphologcatesses that manifest them. In
fact, there are languages like English where vaeatanging has no morphological
manifestation (e.g. the vemvash which is both transitive and reflexive). Stilhet
syntactic-semantic distinction between the two $yjé operation holds for such

languages as well.
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| provide morpho-phonological support for the distion between lexical and
syntactic operations. Based on the comparison aatysis of valence changing in
MH and PA, | argue that lexical and syntactic opers also have different morpho-
phonological behavior. MSA passivization (sectio®.B) provides further support for
the sharp contrast between the morpho-phonolodiieofwo types of operation. The
morpho-phonology of MH and MSA passivization isatelely steady and predictable,
transparent, productive and is mostly manifeste@ Isggmental alternation that does
not affect the prosodic structure of the verb. ktakioperations are less predictable
with regard to the shape of their output formsythee less productive and transparent,
and are usually manifested by a prosodic alternatibthe verb, in addition to a
possible segmental change. The two types of mopblomological behavior split
valence changing into two groups. The split matcthes split suggested between
operations into those that apply in the lexicon #ruge that apply in the syntax (based
on syntactic and semantic properties). The loduspplication of valence changing
depends on the type of operation and the paramstticng of a specific language.
Assuming that thematic operations can apply ined#iit components, every locus
shows relatively different (though partially ovenang) morpho-phonological
manifestations. Such a distinction helps settingaeametric choice and facilitates
acquisition.

The distinction between the morpho-phonology ofdakand syntactic operations
is to a great extent similar to the well known idistion between derivation and
inflection (se€2.3). Valence changing operations are consideradadi®n, regardless
of the component of the grammar in which they applgwever, lexical operations
show the typical features of derivation, while satic ones have characteristics of
inflection. Note that this distinction does not tradict Anderson’s (1992) observation
that inflection includes what is relevant to syntgee 2.3). Passivization is not
inflection because it is not relevant to the syntaxt it does apply in the syntax. The

Lex-Syn parameter (se8.2.2) suggests that derivational operations ofervae
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changing can apply in the lexicon or in the syntagardless of inflection, which is
syntactic.

| now turn to the morpho-phonological differencestwieen the two types of
operations. Note that some of the differences aseudsed in great detail in this
section, while others are mentioned only brieflyithwreference to subsequent
sections, where they are discussed in detalil.

3.2.1. Phonological Differences

In phonological terms, syntactic operations areegaty manifested by a change in
the vocalic pattern of the transitive verb, whi&ital operations demonstrate various
types of morphological processes that may induaesqatic change in addition to

segmental change.

MH and MSA passivization is manifested almost esitlely by a process labeled
melodic overwriting (McCarthy and Prince 1986, 198@riade 1988, Bao 1990, Yip
1992, Bat-El 1994), where the vocalic pattern &f dective verb changes. In MH, the
vocalic pattern of transitive verbs changes i@ CiCeCtransitive verbs change into
CuCaC(11la) anchiCCiC verbs change intouCCaC(11b).

(11) Hebrew Passivization

a. u a
T 1
si  per ‘toldd —— supar ‘wastold’
b. u a
T 1

hiS lix ‘threw ——» huSlax ‘was thrown’

In MSA, the vocalic pattern of transitive verbs gfa intou-i in the perfective

(12a)and tou-ain the imperfectivei2b).
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(12) MSA passivization

Base | Derived Form |

a. Perfective

kasar kusir ‘broke’
sadad sulfid ‘helped’
Parsal tursil ‘sent’
tanaawal tunuuwil ‘handled’
?intaxab | Puntuxib ‘elected’
tistagbal | ?ustuqbil ‘met’

b. Imperfective

yaksur yuksar ‘break’
yusad&id yusad&ad ‘help’
yursil yursal ‘send’
yatanaawa| yutanaawal ‘handle’
yantaxib yuntaxab ‘elect’
yastaqbil yustagbal ‘meet’

The base vowels are replaced by the vowels of toalic pattern in one-to-one
fashion from left-to-right, as in McCarthy (19819saciation of the root consonants
with the C slots. When there are more vowels inkthge than in the vocalic pattern,

the rightmost vowel spreads, replacing the resh@fvowels.

(13) MSA imperfective forms: Melodic Overwriting
u a
(R LN
yas taq bil ‘meet ——— yustagbal ‘is met

The direction of spreading seems different in teeqetive and the imperfective
forms. This is because the first vowel of the inf@eive form is epenthetic; it is
inserted in order to avoid a word initial consonahister or vowel, which are

prohibited in MSA. That is, the epenthetic vowefileed only after melodic writing

takes place.
(14) MSA perfective forms: Melodic Overwriting
u [
P T T
Vs taq bal ‘met tustugbil  ‘was met’

—
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So passivization in MH and MSA is formed by melodi@rwriting, which applies
to the segmental level onfyMelodic overwriting does not alter the prosodiasé
and is therefore deemed less intrusive.

Other thematic operations in MH, PA, and MSA involwore intrusive processes,
some of which alter the prosodic structure of tleseb Such processes include
affixation, prefix replacement, gemination, melodieerwriting and a combination of

these processes, as demonstrated below.

(15) Types of morpho-phonological processes in Ré ldebrew

Type of Operation | Base | Derived form
a. Affixation
PA reflexivization massdt ‘comb’ tamassat ‘comb oneself’

. . ‘correspond with
PA reciprocalization | kaatab ‘correspond with’ takaatab P

each other’
PA decausativization| fatah ‘open’ infatah ‘become open’
MH decausativization Savar  ‘break’ nisbar ‘become broken’
b. Affixation and melodic overwriting
MH reflexivization raxac  ‘wash’ hitraxec ‘wash oneself’
MH reciprocalization | niSek  ‘kiss’ hitnaSek ‘kiss each other’
MH causativization | xatam ‘sign’ hextim  ‘make X sign’

c. Affix replacement and melodic overwriting
MH decausativization hirgiz ~ ‘make upset’ hitragez ‘become upset’

hivhil  ‘make scared’ | nivhal ‘become scared’
d. Gemination
PA causativization | mada ‘sign’ maddfa ‘make X sign’
e. Melodic overwriting
MH causativization | lamad ‘study’ limed ‘teach’

Unlike the passivization of other verbs in the laage, passivization of MH
CaCaCverbs are formed by binyan changet6CaC e.g.lakax ‘take’ andnilkax ‘be
taken’!® This is problematic to the distinction between grecesses involved in

syntactic and lexical operations. We would exgeaCaCtransitive verbs to change

® Melodic overwriting does not involve referencethie consonantal root and operates directly on the
stem (Bat EI 1996, 2002). This provides supparfevord based derivation, discussed in 2.1.1.

10 see Schwarzwald (2008) for an extensive discussfitime status ofiCCaC
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into CuCaC Data from Biblical Hebrew indicate that sor@aCaC verbs did have
CuCaCpassive counterparts, elgkax ‘be taken’ (see Gesenius 1910, Doron 1999,
Schwarzwald 2008, 2009b), but such a formation do¢gpply to MHCaCaCverbs.
Experimental data show that the formationGafCaC passive forms is less stable
because of its irregular morphology (Laks 2006)n&@ve MH speakers between the
ages of 12 and 47 were asked to form the passiwvesf@f nonce-verbs in three
different binyanim:hiCCiC, CiCeC andCaCaC The questionnaire consisted of 18
sentences, where each sentence contained two eatediclauses. The first clause
consisted of an event described by an active vend, the second contained a
paraphrase of this event in the passive voice.pHngcipants had to fill in the missing
verb. The second clause contained a by-phrasedar to make participants use the
passive form and to prevent an alternation with deeausative form. 8 sentences
contained a nonce verb of CaCaC and 8 sentencdairmeh a nonce verb of the
CiCeCandhiCCiC (4 of each}".The results are almost unanimous with regard ¢o th
passive forms o€iCeCandhiCCiC. 94% of the subjects usbdCCaCas the passive
of hiCCiC and 92% chos€uCaCas the passive @&iCeC This shows that melodic
overwriting is highly productive in passive fornati of hiCCiC and CiCeC The
results for theCaCaC binyan are significantly different. On average %6%f the
subjects chos€uCaCas the passive form @aCaC while 30% chosaiCCaCas its
passive fornt? This means that a speaker can choose differemisfas the passive of
CaCaC *® While reasons for the formation of passive verbsiCCaCare not entirely
clear, the results of the experiment show that doamation is indeed perceived by
speakers as irregular for passivization and thezedpeakers tend to form the passive

counterparts of newZaCaCverbs via melodic overwriting. By doing so theyrfoall

1 Pparticipants had to fill in the passive form asndnstrated below (see Laks 2006 for more details

and examples).
(i) rami lasak et ha-bayit, klomar ha- bait al-yedey rami
‘Rami lasak (nonce-verb) the house, i.e. thesk by Rami’
Some subjects chose other forms for the passig lat their percentage is clearly insignificant.

13 See Ravid, Landau and Lovetski (2003) and Armotetmand Koren (2008) for the discussion of
the acquisition of MH passivization.
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passive verbs using a morphological process thataee typical to the syntax (see
Laks 2006 for further discussion). AlthoughCCacC is the passive counterpart of
CaCaCwithin existing forms, speakers are reluctantde ii.

To sum up, morpho-phonology tends to distinguistwben lexical and syntactic
operations, where the latter ones enjoy a lesssive morpho-phonology. It is crucial
to bear in mind, though, that there is no dichotomith regard to the two types of

operations and that the above distinctions refandencies.

3.2.2. Transparency and Exclusivity

MH and MSA passivization are syntactic and thusphologically transparent, while
lexical operations are less transparent. The passivbs have an exclusive passive
meaning. Melodic overwriting of verbal forms hasi@que function with regard to
valence changing, as forms with the vocalic pat@ra-i or u-a do not host other
types of predicate¥. This makes the morphological process responsiole f
passivization highly transparent as these ovemwriforms are exclusively identified
as passive. This correlates with the transparefidireo processes that apply in the
syntax in general. Take, for example, the inflattioprocess of forming the first
person plural suffix of both MSA and PA past fornite suffix na can attach freely
to any verb, regardless of the binyan, and it edusnly to indicate first person plural
(e.g.katabna‘'we wrote’ and/Astagbalna‘'we met’).

In contrast, the morphology of lexical operatiossléss transparent. In both
languages, binyanim that host the output of lexogarations can be used for several
types of derived verbs as well as basic entrieshan lexicon. PACaCCaG for
example, is used for both causative verbs thatarwed by adding a thematic role
(e.g.raqgas ‘make dance’, causative tdgas ‘dance’), as well as for basic entries in

the lexicon that are not derived from any othedmpa&e (e.gmawwal‘finance’). MH

4 There is, however, a small group of MH decausatamds with a passive morphology, ehgksam
derived fromhiksim ‘charm’ andhufta derived fromhiftia ‘surprise’. Landau (2002) argues that
they have only a decausative interpretation argeléathem ‘fake-passives’, while Meltzer (2006)
suggests that they are ambiguous and also shaessiv@ meaning. As noted $12.1, melodic
overwriting is not restricted to syntactic operatdsee also 7.5).
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hitCaCeChosts various types of verbs including reflexijesraxec ‘wash oneself’),
reciprocals (hitkatev ‘correspond’) and decausatipdragez‘become upset’) as well
as some basic entridsitkanen‘implore’).

Moreover, verbs that are derived via lexical operst can share more than one
meaning, i.e. the same form is used as the oufpubce than one operatidiThis is
attested in someitCaCeCverbs (Siloni 2008a). For example, the transitiggbirbev
‘mix’ has both reflexive 16a) and decausativ&égb) alternates, both sharing the same
form hitZarbev

(16) a. keday Se-tiarbev ba-kahal
‘You should mingle (mix yourself) within the crowd’

b. ha-tavlinim hitarbevu

‘The spices became mixed’

3.2.3. Predictability

The morphological output of passivization is préalte, unlike that of lexical
operations. The only change that occurs in pas#ionz is in the vocalic pattern. Each
of the passive templates in both MH and MSA isteslao a single corresponding
binyan in which its transitive counterpart is fown&emplates such as MBuCaC
andhuCCaCdo not have an independent existence; they sémvaesaexclusively as
the passive form a€iCeCandhiCCiC respectively.

This is not true for the binyanim that feed lexiopkrations, since there is no one-
to-one relation between all pairs of binyanim. Sdexécal operations have more than
one corresponding output binyan. Examine, for examH decausativization. When
the base is il€iCeC its decausative counterpart is almost always éarmhitCaCeC
(e.g.riges ‘make excited’ -hitrages‘become excited’). However, when the base is in
hiCCiC the derived decausative verb can be formed eith&itCaCeC(e.g. hilhiv

‘make enthusiastic’ hitlahev‘become enthusiastic’) or mCCaC (e.g.hirdim ‘put to

5 However, French verbs that are derived in theasynan also be ambiguous. This matter is beyond
the scope of the current study.
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sleep’ -nirdam ‘fall asleep’) for no apparent reason.@hapter 5, | provide evidence
that the selection of one binyan over another campdurtially predicted by morpho-
phonological constraints that may also block thepliaption of phonological
processes. However, in many cases, this sele@®ms arbitrary.

Additionally, several verbs in the MH binyahiCCiC do not undergo any
morphological change as a result of decausatiwrmalihe verthexmir‘make/become
worse’, for example, is manifested both as a ttamasi(17a) and a decausative
predicate {7b) (see Borer 1991).

(17) a. ha-raav hexmir et macavo
‘The starvation made his condition worse’

b. macavo hexmir

‘His condition became worse’

Similarly, some PA verbs are formed DaCCaC and are both transitive and
decausative (e.gattar ‘increase’).

The lack of morphological alternation adds to theety of combinations of input-
output relations resulting from lexical operationdnlike passivization, which
demonstrates one-to-one relations between basedesiveéd forms, lexical operations
occur in different shapes, and there is is no ceiepimatch between form and
meaning with regard to binyantfa MH hiCCiC, for example, is traditionally regarded
as a causative form (Gesenius 1910). While thisdeed the unmarked binyan for
causativization (e.ghextim ‘made X sign’), it nevertheless exhibits all kind$
predicates, such as PP-taking vettikgjv ‘listened’), transitive verbsh{rgiz ‘upset’)
and decausativegigri ‘became healthy’).

Observation of the verbal systems of the two laggaadoes not allow predicting
as to whether a particular stem will or will notcac in a given binyan. The systems
have a large number of accidental gaps (Horvati)19%his supports the claim that

the alternation of binyanim is lexical as it remets lexical thematic operations and

16 see, for example, Doron (1999, 2003a) for a diffieview.
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such operations are subject to gaps and supplétisnimportant to point out that | do
not claim that the possible input-output forms exXital operations are totally free.
There is a limited set of forms for every operatiery. there would be no reflexive or
reciprocal predicate in the PEaCCaCbinyan or in the MHCiCeC binyan. | do,

however, argue that this set of options is muchenvaried in comparison with that of

syntactic operations.

3.2.4. Chain Derivations

The output of lexical operations can feed furtlestidal operations, whereas the output
of syntactic operations cannot. Since lexicallyivt predicates are part of the
lexicon, they are accessible and can undergo additivalence changing. The MH
verb hilbis ‘dressed’, for example, is derived from the trémsiverblavas‘wore’ by
causativization. The output forhilbiS is used as an input form for the derivation of
the reflexive formhitlabe$‘dress oneself ¥8)}’

The output of lexical operations can also feed sgimabperations that are not
thematic. That is, they do not manipulate the thengid of the verbs. Rather, they
change some semantic feature like lexical aspd. vierbhitlaxes ‘whisper to one
another’, for example, is derived frotaxas ‘whisper’ by reciprocalization. The
derived reciprocal verb is the input of the forroatiof the repetitive verbitlaxses
‘whisper to one another repeatedly’, which is fodri®y reduplication of one of the

stem consonants.

" The verbhitiabe$cannot be analyzed as derived frava§ as its reflexive meaning does not stem
from lava$§ but fromhilbiS. hitlabeSdoes not mealavas et acmdwore himself' but rathehilbis et
acmo'‘dressed himself’.
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(18) Chain derivations in M

Base— Derived / Base— Derived
lavas ‘wear’ hilbiS  ‘dress’ hitlabeS  ‘dress oneself’
‘marry’ |nisa ‘marry one hisi ‘marry X and Y’
nasa
another’

laxas ‘whisper’ | hitlaxe$ ‘whisper to one | hitlax§eS ‘whisper to one another
another’ repeatedly’
nam ‘sleep’ |nimnem ‘took a nap’ hithnamnen ‘took a short nap’

Anderson (1992) claims that a lexical rule may ppp®se the application of
another lexical operation, but it is not expectedptesuppose the application of a
syntactic rule, since such rules do not apply witiie lexicon. Lexical rules apply to
one another’s output, but not to the output of agtt rules. This intertwines with the
framework of Lexical Phonology (Kiparsky 1982, Molaa 1986, Goldsmith 1993),
according to which, a subset of phonological rydpligs in the lexicon in accordance
with morphological operations, and another subpeties post-lexically (se2.1.1).
Applying this observation to thematic operatiorg dutput of lexical operations can
feed further lexical operations, while the one witactic operations cannot. There are
only a few cases of chain derivations in the openatstudied here, but among them
there is not even one syntactic. The existencaak of chain derivations intertwines
with the differences in idiom formation and semandirifts. Syntactic operations
cannot feed such processes, which are considexell¢Horvath and Siloni 2008).
Similarly, chain derivation can only be based oa dtput of lexical operations and
not syntactic ones. Once a predicate is formedidritdhe lexicon, it is no longer

accessible to further lexical operations.

3.2.5. Variation and Change
Verbs that are the result of lexical operationsywa$i as basic entries in the lexicon,
are subject to morphological variation, where acBpmeverbal meaning becomes

associated with an additional binyan without megrshift. This results in verb forms

8 Some of the examples include the formation of tiipe and diminutive verbs. Although | do not
account for their derivation in this study, | bekethem to be co-related via lexical operationkéLa
20086).
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in different binyanim, with identical meaning. Fekample, MH decausative verbs
nirtav and hitratev are formed imiCCaC and hitCaCeCrespectively and they both
denote ‘become wet'. In each such pair, one forntugently in greater token
frequency than the other, but both forms are piatth@® speakers’ knowledge. | regard
the possibility of alternating forms for a singleegicate as a typical feature of
predicates present in the lexicon. There is haaly variation in the morphological
shape of syntactically derived forms, such as MHspe verbs. InChapter 6, |

provide an analysis for the factors responsiblaorphological variation. | show that
morphological variation results from the interantiof morpho-phonological and

thematic-syntactic criteria, and that this intei@tis unique to the lexicon.

3.2.6. Productivity and Blocking

Syntactic operations are more productive than &»aperations in the sense that they
apply almost freely without any type of restrictidrexical operations are relatively
less productive and they demonstrate blocking &ffaad lexical gaps, where verbs
that conceptually can be derived are missing irldhguage.

The notion of productivity in linguistics and paxilarly in morphology has been
the subject of vast research. Morphological praditgtis commonly defined as the
ability or potential of a word formation processdi@e rise to a new word formation
on a systematic base (see for example, Adams ¥9d8pff 1976, 1980, Bauer 1983,
Spencer 1991, Plag 2003 and references thereisprire approaches, productive and
unproductive word formation processes have diffengmoperties (see Jackendoff
1975, Bolozky 1999, 2001, Bauer 2001, Dressler 2@08ong others). In others,
gradedness plays a central role in productivity #rel latter is based on schemas,
constructions and local generalizations and resudta various factors (Bybee 2001,
Alrbright and Hayes 2003, Baayen 2003, 2008, Hay Baayen 2005, Dabrowska
2004 among others).

MH and MSA passivization is productive in the setis&t it is almost entirely

exception free. There are no morpho-phonologicaliagtic, or semantic constraints
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that block passivization, and passive verbs cafobiaed from almost any transitive
verb!® The morphological component of the grammar isntfliwith regard to the
binyan of transitive active verbs. It is a free m@tism that can take any transitive
verb, change its vowels and form a passive couate?h This non-conditioned
formation is typical to processes that are assutoempply in the syntax in general,
like inflection, and provides further support tetproposed nature of the syntax as a
module of the grammar that manufactures forms pibekly with a relatively small
number of idiosyncrasies and blocking affetts.

The application of lexical operations is relativégss productive. It results in
lexical gaps in the formation of reflexive, recipah and causative verbs that could
conceptually be derived, but for whatever reasay tho not surface as actual words.
It is important to note, though, that not everyidek operation demonstrates low
productivity. The formation of decausative verbdjich is regarded as lexical for
independent reasons (Reinhart and Siloni 2005),highly productive cross-
linguistically. However, all operations that apptythe syntax are productive. Thus,
an operation with low productivity should be viewnasllexical.

There are also cross-linguistic differences wittarel to the application of lexical
operations on certain verbs. The verbisper for example, has a derived reciprocal
counterpart in both MH and PAlL9a). However, the verlwink has a reciprocal

counterpart only in PA1OD).

1 There are a few gaps in MH passivization, but tHeynot result from morpho-phonology (See

Doron 2003a and Meltzer-Asscher to appear).

Note that there are few MSA passive verbs thatf@emmed by binyan changing. The veglrrar
‘decide’ for example, has a passive counterpanthentCaCCacC (taqarrar ‘be decided’). Such
examples are rare and | regard them as cases \phssgivization applied exceptionally in the
lexicon, where such passive forms are stored. bhdeebs likegarrar ‘decide’ do not undergo
syntactic passivization via melodic overwritingj(frrir ‘be decided’) as they already have a lexical
passive counterpart.

See 3.2.1 for the discussion of the irregular ftiam of MH CaCaCverbs, which are not formed
via melodic overwriting.
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(19) PA and MH reciprocalization

Verb Language Examples - -
Basic entry | Derived reciprocal
a. whisper PA waswas twaswas
MH laxas hitlaxes
b. wink PA ya:maz Ya:maz
MH karac *hitkarec

There seems to be no reason for the gam)n GQonceptually, a MH verb like
*hitkarec ‘wink to one another’ could be derived without amprpho-phonological,
syntactic, semantic, or pragmatic restrictionamiémy cases, the lack of application of
valence changing operations is arbitrary. Howeleontend that some of the gaps are
not coincidental and can be explained by the mogitanology. Chapter 7 is
dedicated to the analysis of blocking effects andpplication of lexical operations in
MH and PA. | show that while some lexical gaps arkitrary, many of them are

predictable and can be accounted for by morpho-glogical criteria.

3.3. The Case of PA Passivization

So far, | have discussed the morpho-phonologic&krénces between syntactic
operations (passivization in MH and MSA) and lekioperations (causativization,
decausativization, reciprocalization, and reflezation in MH and PA). | now turn to
the case of PA passivization, which based on itgplpphonological characteristics; |
suggest that it is lexical and not syntactic. Ivghbat the morpho-phonology of PA
passivization is similar to that of other lexic@enations in PA and MH, in contrast to
MH and MSA passivization. | show this regardingethmproperties: morphological

manifestation, productivity, and exclusivity/traaspncy.

3.3.1. Morphological Manifestation

Passive verbs in PA are formed in two binyanimCaCaC and tCaCCacC (see
Rosenhouse 1991/1992, Younes 2000, and Tucker 200%3 is performed by
agglutinating the prefixt- or in- to active verbs in theCaCaC and tCaCCaC

respectively, similar to the formation of other vewia lexical operations (s&2.1).
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Such a formation is more intrusive with respecthi® structure of the base form as it
changes its prosodic structure by adding a nevalsig|0a) or creating a consonant
cluster @Ob). In contrast to MSA and MH, melodic overwrgidoes not apply in PA

passives, as well as in other Arab dialects (see,ekample, Hallman 2002 for

discussion of Lebanese Arabic).

(20) PA passivization

Base | Derived Form |

a. CaCaC— inCaCaC

bata inb& ‘buy’
katab inkatab ‘write’
ga:l inga:l ‘say’
gara ingara ‘read’
saraq insaraq ‘steal’

b. CaCCaC— tCaCCaC

s‘allah ts'allah fix’
laxxas tlaxxa$ ‘sum up’
barra tbarra ‘acquit’
naffaz tnaffaz ‘implement’
raqga traqga ‘promote’

3.3.2. Productivity

Compared to MSA passivization, PA passivizationdsentirely productive even with
regard toCaCaCandCaCCacCtransitive verbs. There are transitive verbs fatnre

these two binyanim that do not have passive copatey 1) for no apparent reason.

(21) PA transitive verbs with no passive alternates

Base | Derived Form |

a. CaCaC verbs

wajad *inwajad find’
rasam *inrasam ‘draw’
tarak *intarak ‘leave’

b. CaCCacC verbs

zayyaf *tzayyaf ‘forge’
wassa *twassia ‘recommend’
mawwal *tmawwal finance’

Any of the transitive verbs in2() could conceptually have a passive alternate.

This is evident by verbs such aayyaf‘forge’, which has a passive counterpart in
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MSA (zuyyif‘be forged’) but not in PA (*ayyaj. This low productivity is typical to
thematic operations that apply in the lexicon,reBA transitive verbs that do not have
reflexive and reciprocal alternates. Ghapter 7, | also show that there are specific

morpho-phonological constraints that block the fation of some PA passive verbs.

3.3.3. Exclusivity and Transparency

The morphology of PA passivization is not transpgrsimilarly to other verbs that
are derived in the lexicon. The shape of passivbsvdoes not automatically indicate
that they are passive, like lexically derived verBsso, verbs that are derived via
lexical operations can share more than one meanenghe same form is used as the
output of more than one operation. Th€aCaCandtCaCCaCtemplates are not used
exclusively for passive verbs, in contrast to tverwritten forms in MSA that are
used only for passivization (see Mahmoud 1991) pBgsive templates also host other
types of predicatesCaCCacCis used for the formation of predicates that agved

by other lexical operations such as decausatiaagfi2a) and reflexivization2@b) as

well as basic (underived) entries in the lexicBRd).

(22) Non-passive verbs formedt@aCCaC

a. Decausatives
twassax ‘get dirty’
tyayyar ‘change’
twarrat ‘get mixed up’
b. Reflexives

tyassal ‘wash’
thammam  ‘bathe’
txabba ‘hide oneself’
c. Basic entries

twakkal ‘have confidence’
twaqqa& ‘expect’
tyadda ‘have lunch’
traddad ‘hesitate’
thadda ‘provoke’

The inCaCaC template, which is primarily used for passive atetausative

predicates, can also host basic entries in thedex@3).
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(23) Basic entries formed inCaCaC

intabah ‘pay attention’
int'a:q ‘be bearable’
indfamm ‘join’

infarad ‘be unique’

Consequently, PA verbs that are formed in iti@aCaC andtCaCCaCare not
automatically considered as passive, as they aeel @gr various predicates. In
contrast, MSA passive forms are immediately idesdifas passive, as templates with
theu-i oru-amelody can only have a passive meaning.

In addition, the mechanism that forms PA passivesés not ‘blind’ to the binyan
of the active counterpart. The morphological congminn the grammar has to know
the binyan of the active transitive verb and acewlg form its passive alternate in
the appropriate binyan. There is a one-to-oneiosldietween the binyanim of active
and passive verbs in PA, while is MSA, there isaaross-the-board mechanism that
forms a passive verb from any transitive verb, reigas of its binyan.

The morpho-phonological properties of PA passiwmasuggest that it applies in
the lexicon and not in the syntax. Its productivdyilow as it demonstrates gaps, its
morphology is not transparent and it is similathte one of other lexical operations in
the language. Further research should reveal wheB® passivization also

demonstrates the syntactic-semantic features tadypical of lexical operations.
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3.4. Summary
This chapter examined morpho-phonological diffeesnisetween lexical and thematic

operations. These differences are summarizea@4h (

(24) Morpho-phonological differences between sytitaand lexical operations

Property Syntactic operations Lexical operations
Type of Mainly segmental changes | Prosodic and segmental
morphological | Melodic overwriting change A wide array of
process morphological processes that
are more intrusive towards
the input
Transparency | Transparent: A unique Less transparent The
and mechanism that applies to allmorphological mechanism
exclusivity transitive verbs; i.e. the examines the binyan of the
process igxclusivefor active verb
passivization Non-exclusive process

Some binyanim host other
types of predicates

Predictability | Predictable: The Less predictable Two verbs
morphological manifestation| that undergo the same
is mostly the same operation can receive

different morphological
manifestatios

Chain None: Syntactic outputs are | Possible:Lexical outputs can
derivations not the input of further lexical be the base for the derivation
operations of other verbs
Morphological| None Syntactic outputs do | Exists: Lexical output can be

variation and | not change their form formed in an additional
change binyan
Blocking None Melodic overwriting | Exists: Morpho-
effects applies across the board and phonological constraints can
is almost exception free block the formation of lexica
outputs

This chapter reveals a correlation between the hwmpghonology of valence
changing operations and their locus of applicatite, lexicon or the syntax. The
morpho-phonological properties i24) show another aspect of the Lexicon-Syntax
parameter, in addition to its semantic-syntactatdees, and provide further support
for its existence. It is important to point outtthizese differences are not manifested to
the same extent in every language. Rather, imgter of relativity.

Marantz (2000b) ascribes the difference betweemtbghology of passive and
other verbs to a structural difference between thkenthe case of decausatives or
reflexive verbs, the root is in a local relatiorttwihe verbal head that merges with it

and therefore it can select its binyan. Followingt&er (1996), Marantz assumes that
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passives involve a voice head, which is located/alloe head v. Therefore there is no
local relation between the voice head and the ithois it cannot choose a binyan. |
argue that this differencein morphology can be aonted for without assuming
independent heads or roots and that all types rilsvean be formed on the basis of an
existing word.

The differences in types of morpho-phonologicalcpsses primarily depend on
the morphology of each language. However, we exjpeithd some differences in the
morpho-phonology typical of lexical outputs of tlegicon and the one that is typical
to the syntactic outputs cross-linguistically. Tdmproach taken here intertwines with
the Split-Morphology Hypothesis and the model ofaital Morphology, according to
which derivation and inflection are distinct, aneldng to separate components of the
grammar (se@.3).

Because all valence changing operations in MH ahare lexical, except for MH
passivization, this study focuses on the charatiesi of lexical operations, in
particular, the criteria for binyan selection. gae that binyan selection results from
the interaction between morpho-phonological anangtec-syntactic criteria and that
this interaction is unique to the lexicon. | nowrtuo the four domains in which |
examine this interaction: verb innovatio€hapter 4), relations between existing
forms (Chapter 5), morphological variation and changbgpter 6) and morphological

blocking Chapter 7).
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Chapter 4. Verb Innovation
This chapter examines the criteria determining &mgelection for new verbs. Verb
innovation provides direct access to the procesgedb formation and shows how
different types of criteria and constraints areetaknto consideration together. The
verbal systems of MH and PA consist of five and hleryanim respectively, yet only
some of them are used to form new verbs. Some himyare not used at all for the
formation of new verbs (e.g. PBtaCCaCand MH niCCaQ), and others are used
quite rarely (e.g. PA and MBaCaQ. This raises two main questions. First, why are
some binyanim not active in new verb formation? dd€elc what are the criteria for
selecting a binyan out of the binyanim that areduse the formation of new verbs? |
argue that the selection of binyan in verb innaratis based on the interaction of
morph-phonological and thematic-semantic criteria.

| study in this chapter the formation of denomivatverbs based on either foreign
words (e.g. PAannaSand MHfine§ both derived from the English vefimish) or
native ones (e.g. PAaggam‘number’, derived from the nouragam ‘number’). On
the morpho-phonological dimension, binyan selectiemn based on prosodic
markedness, faithfulness to the base form and ganadniformity. On the thematic
dimension, it is based mainly on the distinctiotms®n basic and derived entries in
the lexicon as well as on semantic resemblancé&r eerbs.

| begin by providing a definition of verb innovatiol set criteria for distinguishing
between cases of verb formation that are includadis analysis and those which are
not @.1). | then turn to the analysis of the criter@ binyan selection in verb
innovation: thematic-semantic criterid.2) and morph-phonological criterid.B). |
conclude by summarizing the criteria discussedis ¢thapter and the implications of
the analysis for word formation specifically ane thrganization of the mental lexicon

in general 4.4).
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4.1. Verb Innovation

4.1.1. Definition

In this study, | examine verb innovation from a dyronic point of view: | take new
verbs to be those which fall into one of two categm

First, |1 consider verbs derived from loan wordsb®wnew. For example, the PA
verbbarrak ‘apply brakes’ is derived from the English ndomake In such cases it is
absolutely clear that the verb is based on theigorgvord and not the other way
around. Most examples discussed in this chaptefatés type*

Second, | examine denominative verbs formed fromtieg nouns or adjectives
within the language (e.g. P#narkaz ‘become central’, derived from the PA noun
markaz‘center’.) These include only cases where it saclthat the verb is formed
based on another word and not the other way arointhe case otmarkaz for
example, the souramarkazis in the noun templatmaCCaC which denotes mainly
places. This template includes a prafig which is included in the stem of the verb.
Thus, it is clear that the verb is formed basedhennoun. This directionality is also
evidenced by the semantics of the verb, as themdtiecome centralized’ is based on
the concept of ‘center’.

The point in time when a verb entered the languageot relevant here. Some
verbs discussed here are recent innovations; othave been in the respective
language for much longer. For example, MiHen and PAtalfan, both denoting
‘phone’ are comparatively old verbs that presumabijered these languages when
their speakers were exposed to the wmléphone In contrast, MHsimesand PA
sammassend an sms’ are comparatively new, developgzhiallel with the spread of
the new technology. In both cases, it is clear tiwatverbs were formed on the basis of
the respective nouns and not vice versa. This mé#amisat some point in time,
speakers formed a new verb and selected a spewiiphological shape for it, based

on an existing word, either in their language oa idifferent language. | will show that

22 gSee Ravid (1992) and Schwarzwald (1995, 1998b8d,99999b and 2009c) for an extensive
discussion of foreign effects on MH, and Amara 99)%for foreign effects on PA.
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the criteria for form selection are consistent aumie, and | will therefore treat older

verbs like 'telephone’ in the same way as new Mé&tdssms'.

4.1.2. The verbal Systems of MH and PA

As noted in3.1, every verb in MH and PA must be formed inmyhn. In languages
like English, verbs can be formed based on othedsveither by zero conversion (e.qg.
fax, which is both a noun and a verb denoting ‘serfdxd or by affixation (e.qg.
generalize derived from the adjectivgenera). In MH and PA, every verb that enters
the language must conform to one of the existingydmim. The MH verbmidel
‘make a model of’, is derived from the borrowed Estg nounmodel ‘model’ and
formed in the MHCiCeC binyan® In general, some binyanim are more typical
outcomes of valence changing operations, whilerstaee used for the formation of
basic entries.

While there are five binyanim in MH and nine binyann PA, only a few of the
binyanim in each language are actually used infah@ation of new verbs (Bolozky
1978, 1982, 1986 1999, Schwarzwald 1981a, 2002n8er1987). Other binyanim
are used almost exclusively for existing forms. W&yhis so? As mentioned in the
beginning of the section, | will show that the pFss of selecting a binyan is based on
the interaction of two types of criteria, morphospblogical and syntactic-semantic.
Morpho-phonological criteria for binyan-selectiarclude the prosodic properties of
the binyanim, as well as the structure of theidectional paradigms and their
relationship with the morpho-phonological propestef the base from which they are
derived. Thematic-semantic criteria are based erstimtactic valence of the verb and
its theta-gird, as well as the semantic field ibbgs to. Thematic-semantic criteria are
based on verbs' syntactic transitivity and theemtlatic grids as well as the semantic
properties that are typical to some binyanim.

Examining the process of selecting a binyan praviieact ‘on-line’ insight to the

intuitive knowledge of speakers, thereby sheddigbtion their internal grammar

% The foreign word that is used as the base for f@rhation may also exist as a noun in MH or PA.
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(Bolozky 1986, 2001, 1999, Baayen 1992, SchwarzvZéidlc). | will show that in
choosing a binyan for a new verb speakers takedaotount several types of factors,
both morpho-phonological and syntactic-semantid, iategrate them in order to form

a new verb that conforms to the rules of the laggua

4.1.3. Data Sources

The analysis of verb innovation in both languadékl and PA, is mainly based on
data | have gathered during the past five yearsfiMy and main collection method
relies on volunteer native speakers who documetiteduse of new verbs in their
environments. Certain PA examples were providedygakers of other dialects of
Arabic, e.g. Lebanese Arabic. However, the critérabinyan selection appear to be
consistent across dialects. Other data comes fearclses | conducted online and in
various media, including newspapers and brochi@ese of the new verbs collected
in one of these ways came into regular use, whiters are examples of a single
occurrence. Importantly, both types show the samberia in binyan selection.

In addition, data were also collected from previsuglies of denominative verb
formation in MH (Bolozky 1978, 1986, 1999, 2003ah®arzwald 1981a, 2000, Bat-
El 1994, Berman 1987, Ussishkin 1999a, 2005), dkasea few studies of new verb
formation in Arabic (Teeple 2003, 2007, Al-DobaR005).

The data include 531 instances of verb innovatiolH and 134 instances in PA.
MH has more verb innovation than PA because tha@ghenon of borrowing words
into Arabic in general is relatively new. This &dely the result of a sense of cultural
supremacy in the Arab world and the self-imposenlatton of Arabic-speaking
Muslim peoples until the nineteenth century. Religi and puristic considerations
(Ryder 1974) also played an important role in thegdistic history of Arabic:
linguistic pride is bound up with the sanctity betlanguage of the Qur'an. Even the
expansion of the Islamic Empire did not cause aajonchanges since embracing the
faith necessarily implied learning the language wWiian 2002). Nevertheless,

examination of the extant examples of new verb &iom in PA indicates a strong
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similarity between the criteria that are resporsifur binyan selection in the two
languages.

As shown in 25) and 26), some binyanim are highly active in verb inrtowa,
while other are less frequently used or not usedllatThe process of selecting a

binyan is based on the interaction of two main $ypé criteria: thematic-semantic

(4.2) and morpho-phonologica.g).

(25) Verb innovation in MH
Binyan Number of verbs
CiCeC 353  (66%)
hitCaCeC| 125 (24%)
hiCCiC 41 (8%)
CaCaC 12 (2%)
Total 531  (100%)

(26) Verb innovation in PA
Binyan Number of verbs
CaCCaC | 93 (70%)
tCaCCaC| 34 (25%)
CaCaC 7 (5%)
Total 134  (100%)

4.2. Thematic-semantic Criteria

4.2.1. Base vs. Derived Entry

Thematic-semantic criteria concern the syntactlenae of verbs, their thematic grids
and the field they belong to. As discussed2i@, it is commonly assumed that
different thematic realizations of the same con¢ef. passive, reflexive) are derived
from the same basic entry via thematic valence gihngnoperations. As noted B1,
the binyanim in both languages are distinct frorcheather with regard to the type of
verbs they tend to host. The PA reflexive vefbmmam‘wash’ in 27b) is derived
from the transitive verliammamin (27a) via a thematic operation that reduces the
syntactic valence of the verb (s22.1). The two verbs appear in different binyanim:
as is generally the casgaCCaCis used for the more basic entry, whiGaCCaCis

used for the reflexive, which is the output valenbanging.
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(27) a. zaydhammam nafso
‘Zayd washed himself’

b. zayd hammam
‘Zayd washed’

The examination of verb innovation in both langusageveals a clear division of
labor among binyanim with regard to the type ofbgethey host. The main distinction
is between binyanim that are used for basic en@re$ binyanim that host derived
verbs.

MH CiCeCandhiCCiC are used for basic entries, as illustratedB) @nd 29).

(28) Verb innovation ifCiCeC(MH)

Base Derived verb

cad* ‘side’ cided ‘take sides’

esemes ‘sms’ simes ‘send an sms message’
rrfar ‘refer’ rifrer ‘refer

model ‘model’ midel ‘make a model’
deliver  ‘deliver dilver ‘deliver a set up’
parcer ‘puncture’ pincer ‘puncture’

(29) Verb innovation imiCCiC (MH)

Base Derived verb

Klik ‘click’ hiklik ‘click’

kras ‘crash’ hikris ‘crash’

flik ‘a spank’ hiflik ‘spank’

seret ‘a movie’ hisrit ‘make a movie’

There is no semantic-syntactic distinction betwéaikCeC and hiCCiC with
respect to verb innovation. As | will show4n3.2, the selection of one over the other
arises purely from morpho-phonological criteriaiCCiC has traditionally been
regarded as a binyan that hosts causative verbextimple, Gesenius 1990, Ornan
1971, 2003, Berman 1975b, Ben-David 1976,1978, B®lo1978, Schwarzawald
1981a, among many others). For example, the kekd (hiCCiC) ‘make dance’ is

derived from the verlbakad (CaCaQ ‘dance’. However, the formation of causative

2 When the base contains two consonants, MH usesal@echniques to form the verb in this binyan,
e.g. reduplication of the last consonant. | do distuss the motivation for each technique in this
study (see Bat-El 1994, 2002, 2004 and Ussishk@9492005).
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verbs is not productive in MH: they are a closedt@evhich new members are hardly
added. Examining new verbs that are formetdi@CiC shows that they are no more
causative than verbs formed@iCeC Compare, for exampléjklik ‘click’ and simes
‘send an sms message’ - both are active verbsateabrmed irhiCCiC andCiCeC
respectively, but none of them is more causatia the other (see Bolozky 1978,
1982, 1999 for extensive discussion).

Bolozky (1982, 1999) proposes th&iCCiC is used for the formation of
causatives, whileCiCeCis used for what he calls ‘general agentives’. Beatalso
points out that there are exceptions to this gdizateon. Some speakers consistently
assign ‘cause to be(come)’ causative verb€itdeC along with all other agentives.
The distinction between ‘cause to do’ causativast‘eause to be(come)’ causatives is
extraneous, as there is no real difference betwesfatter and general agentive verbs.
Transitive verbs in botlEiCeCandhiCCiC, as well as in other binyanim, can denote
the causation of becoming, i.e. the causation change of stafd@ Compare the

following verbs in three different binyanim.

(30) MH transitive ‘change of state’ verbs

Binyan Verb

CiCeC xisel ‘abolish’
hiCCiC hexriv ‘ruin’
CaCaC haras ‘destroy’

The three verbs in3Q) share a rather similar meaning in which a chaofgstate
(becoming destroyed or extinct) is caused to thermal argument of the verb,
regardless of binyan. There is therefore no reésaefine only one of these verbs as
causative based solely on its structure. Furtheemdhne three verbs undergo
decausativization, forminigitxase] nexravandneherasrespectively. This strengthens
the claim that they are all the same type of padiclisted as basic entries in the
lexicon. hiCCiC is indeed the unmarked causative binyan, but @orythe ‘cause to

do’ causatives, whose formation is generally regdrds causativization (Bolozky

% See Bolozky and Saad (1983) and Saad and Bold#84] for discussion of the notions of agency,
activity and causation with repect to the binyastesn.
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1982, Levinand Hovav-Rappapo(t995,Reinhart 2002, Horvath and Silo2d10a).
However, since this operation is not productiveMH, it is irrelevant to the present
discussiorf® Formation of ‘cause to do’ causatives is expettedse binyarhiCCiC.
As for other new transitive verbs, their formationa given binyan depends on a
phonological consideration, to be discussed.$2.

MH hitCaCeCis used mainly for the formation of verbs that agputs of
syntactic valence-reducing operations. Out of 12Bothinative verbs imitCaCeG
98 (78%) are derived in such operations. Most ehthare derived from transitive

verbs inCiCeC

(31) CiCeC— hitCaCeCderivations in verb innovations

Base | Derived form

a. Transitive — decausative

kimpel  ‘compile’ hitkampel ‘become compiled’
kinfeg ‘configure’ hitkanfeg ‘undergo configuration’
xiSmel  ‘electrify’ hitxaSmel ‘get electrified’
bites ‘depress’ hitba?es  ‘become depressed’
b. Transitive — reflexive

fikes ‘focus’ hitfakes  ‘be in focus’

ciyed ‘equip’ hictayed ‘equip oneself

b. Transitive — reciprocal

cirfet ‘give a French kiss’ ‘ hictarfet  ‘share a French kiss’

There are also verbs which are formedhmCaCeC but have no transitive
counterpartAgain, these verbs are mostly decausatives, refiexand reciprocals.
For example, the reciprocal venistodedtalked discreetly to’ is formed based on the
noun sod ‘secret’ but has no transitive counterpart @CeC (*soded.?” More

examples are presented B2J*® The reader is reminded that that some instanees ar

% Bolozky (1982) provides examples likedhir ‘make gallop’, which is indeed a ‘cause to do’
causative. Such examples were not found in my data.
27 The first vowel of the verb is and not (*sided because the bassofl‘secret’) contains the vowel

0. The selection of a vocalic pattern in such caséselevant for the purposes of this study as the
binyan is the same. See Ussishkin (1999a, 2009 rfaxtensive discussion.

% Following Reinhart andiloni (2005) and Horvath and Siloni (2008), | assusuch verbs have a
transitive alternate that is a frozen entry inléécon, namely an existing concept with no phaneti
representation (see3.2).
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more common than others, yet they all illustrate same reason for selecting

hitCaCeC.

(32) Derived verbs formed directly hitCaCeCG®

Base | Derived form

a. Decausatives

feyd ‘fade’ hitfayed ‘fade’

obsesya  ‘obsession’ hita?abses ‘become obsessed’
Savac ‘stroke’ hiStavec  ‘suffer a stroke’
carud ‘hoarse’ hictared ‘become hoarse’
mastul ‘high (drugs)’ hitmastel ‘get high/stoned’

b. Reflexives

yafyuf ‘gorgeous’ hityafyef  ‘adorn oneself
galxac ‘shaving and polishing’ | hitgalxec  ‘shave and polish one’s shoes’
xatix ‘handsome’ hitxatex ‘dress up’

ambatya  ‘bath’ hittambet ‘take a bath’

meril ‘coat’ hitmarel ‘put on a coat’

c. Reciprocals

pulmus ‘debate’ hitpalmes ‘argue with’

miSpat ‘trial, sentence’ hitmaSpet ‘argue as two lawyers’
mekax ‘purchase’ hitmakeax ‘bargain’

yadid friend’ hityaded  ‘become friendly with’
meyl ‘mail’ hitmayel  ‘get in touch by email’

The examples in3R) illustrate the status ¢itCaCeCin new verb formation. The
distinction betweerCiCeC/hiCCiCand hitCaCeCis based on the thematic status of
the verbs in the lexicon, i.e. base versus deraergdy. Bolozky (1978, 1999) refers to
the CiCeC-hitCaCeCormations in terms of ‘focus on the agent’ anoclis on the
theme’ respectively. If the focus is on the ageptakers usually opt f@iCeC If the
focus is on the themé&jtCaCeCis chosen. However, Bolozky observes that theu$oc
on the theme’ choice also includes reflexive aralprecal verbs. This is so because
the theme and agent refer to the same entity ircdise of reflexives and alternate in
the case of reciprocals. In both kinds of verbsagent is clearly present and the
grammatical subject is also associated with thenéheole. The distinction between
base and derived entries captures the divisionabbrl between the binyanim.
Regardless of the operation in whititCaCeC verbs are formed, they lose one

argument and thus become syntactically reduced.

29 When the first stem consonanttéfCaCeCverb is a strident, metathesis takes place, astavec
(*hitSaveg ‘suffer a stroke’. This is irrelevant for the selion of binyan for denominative verbs
(but see 5.2.3 for its relevance with respecetations between existing forms).
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A similar division of labor exists between the esponding PA binyanim. There
is a clear split between the two binyantaCCaCandtCaCCaC Verbs that are basic
entries are formed i€aCCaC(33). Out of 93CaCCaCverbs, 92 (99%) are basic

entries.
(33) Verb innovation inCaCCaC(PA)
Base Derived verb
sayn ‘sign’ sayyan ‘sign’
formaet ‘format’ farmat ‘format’
breyk ‘brake’ barrak ‘apply brakes’
iks X’ akkas ‘put an X on somebody’
hasi:$ ‘hashish’ hassas ‘smoke hashish’
umma ‘nation’ ammam ‘nationalise’
milkh ‘salt’ mallah ‘add salt’

tCaCcCaC by contrast, is selected mostly for verbs detivg thematic operations
(34). The transitive verbmakyaj ‘put makeup on X', for example, is formed in
CaCCagG while its derived reflexive counterpatiakyaj‘put on makeup on oneself’

is formed intCaCCaC Out of 34tCaCCaCverbs, 22 (65%) are derived verbs.

(34) Verb innovation inCaCCaC(PA)

Base | Derived verb

a. Decausatives

Narvas ‘nervous’ tharvas ‘become nervous’
amrika ‘America’ t?amrak ‘become Americanized’
markaz ‘center’ tmarkaz ‘become centralized’
armala ‘widow’ trammal  ‘be widowed’
kahrabe ‘electricity’ tkahrab  get electrocuted’
hawa ‘air’ thawwa ‘get aired out’

dopras ‘depression’ (t)dabras ‘become depressed’
azme ‘crisis’ t?azzam ‘reach a crisis’

firq ‘root’ tfarwaq ‘become rooted’

b. Reflexives

hija:b ‘veil thaja:b ‘put on a veil’
kundara ‘shoe’ tkandar  ‘put on a shoe’

badle ‘suit’ tbaddal  ‘put on a suit’
juzda:n ‘wallet/purse’ tjazdan  ‘use a wallet/purse’
kaezul ‘casual’ tkazwal ‘put on casual clothes’
hinna ‘hennd thanna ‘henna one's hair'
histaxlel ‘become upgraded’ tSaxlal ‘upgrade oneself

c. Reciprocals

biznos ‘business’ | tbaznas ‘do business together
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As is the case for MHitCaCeG verbs that are output of valence-reducing
operations are formed itCaCCaCeven if they have no transitive counterpart in
CaCCaC For example, the reciprocal vettaznas'do business together’ is derived
from the English noubusinesdut has no transitive counterparb&zna$. The forms
of such verbs without transitive counterparts offieorphological evidence for the
claim that some verbs are listed in the lexicobassc entries while others are listed as
sub-entries, namely as the output of thematic djpe® The morphological
mechanism selects a different binyan for verbs dnathe output of valence changing,
and by doing so it marks their different thematiatss in the lexicon. This
morphological distinction between based and derergdes enables a unified analysis
for the division of labor among binyanim in botimdgmages.

Onomatopoeic verbs are also formed in MiCeC (e.g.zimzem'hum’) and PA
CaCCaC(e.g.walwal ‘howl’). This is so because they are basic entnethe lexicon
as well and are not derived by thematic operations.

The reader is reminded that the above charact=istie tendencies rather than
strict rules; there is no absolute division of lal@mnong the binyanim. Thus, for
instance, there is a group of derived verbs inRAebinyanCaCCaGC some of which
are derived from homophonous transitive verbs (gagjar ‘make/become stiff’).
Nonetheless, there is a strong tendancy for basesvi® be formed in certain

binyanim, while derived entries are formed in ogher

4.2.2. Semantic Field

The semantic field (Lyons 1977) with which a vesbaffiliated may also affect the
choice of binyan. Although this effect is minoraile to other criteria discussed here,
it should not be ignoredCaCaCis uncommon for new verbs in both MH and PA
because of the alternations in its prosodic strectto be discussed h3.1. Cases
where it is selected seem to be motivated eitheéhbybinyan of verbs from the same
semantic field, as discussed in what follows, orféayhfulness constraints that take

into account the structure of the base, to be dsmiind.3.2.
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The selection of form in word formation may be urgfhced by semantic properties
that do not concern the valence of the verb. Fataimce, McCarthy (1979, 1981) notes
that in Biblical Hebrew, the verbal pattern of rplication denotes intensification,
while in MH, this pattern, which exists only in nmmuand adjectives, designates a
diminutive (Bolozky 1999, Graf 2002). Ussishkin 9B, 2000) distinguishes
between two verbal patterns of reduplication, clagrthat one designates durative or
repetitive meaning while the other is semanticalutral. The MH suffix br/
consistently appears in nouns denoting types oiogeals (e.g. et ‘time’- iton
‘newspaper’,yerax ‘month’ - yarxon ‘monthly newspaper'SavuZa ‘week’ SvuZon
‘weekly newspaper’). Bat-El (2006) claims that stural similarity between words
belonging to the same semantic field does not secdp indicate that it is the
common structure that denotes this shared sem@amperty. She argues that a word
occasionally takes the structure of another wordriaer to reflect some semantic
affiliation that is not expressed by a shared basdy a semantically specified
structure. The semantic property shared by theogedl examples is based on the
generic wordton ‘newspaper’, rather than on the suffin: Thus, the word/arxon
‘monthly newspaper’, for instance, was formed witie -on suffix due to the
similarity toiton ‘newspaper’. Speakers may select one form andmathar based on
analogy and semantic resemblance to other words.

Semantic resemblance also plays a role in the fitomaf new verbs. Verbs that
belong to a specific semantic class sometimes okcdine same binyan, e.g. MH
CaCaC for verbs denoting sleepingasan nam ‘sleep’, nax ‘rest’. Two relatively
new MH verbs that denote sleeping are forme@€atCaC xarap ‘sleep deeply’ and
Sanac‘take a noon nap’. The former is based on the naop ‘nap’ and the latter is
derived from the acronym woréhac (=Snat cohorayin) ‘noon nap’. The choice of
CaCacCis very unusual in verb innovation. | suggest thatreason for that is the fact
that these verbs belong to the class of 'sleepi@dis yasSan nam ‘sleep’ andnax
‘rest’), which appear inCaCaC (but see4.3.2.2 where | show that such or this?

selection can also be motivated by morpho-phonglogy
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There are MH verbs denoting ‘act like X', wheres<an adjective or noun, which
are formed irhitCaCeC This is relatively unusual, as theCaCeCverbs in 85) are
not derived by valence changing operations, andt mesv hitCaCeC verbs are

derived ones (se&2.1).

(35) MH hitCaCeCact like’ verbs

Base Derived verb

xole ‘sick’ hitxala ‘pretend to be sick’
axzar ‘cruel’ hit?axzer ‘act cruelly’

navi ‘prophet’ hithabe ‘prophesify’

aclan ‘lazy’ hit?acel ‘be lazy’

aluka ‘leech’ hit?alek ‘act like a leech’
misken ‘miserable, poor’ hitmasken  ‘pretend to be miserable’
xazir ‘pig’ hitxazer ‘eat like a pig’

The same pattern also exists in PA, wh@& CaC and tCaCCaCare used for the
formation of verbs denoting ‘act like X’ and dotrresult from thematic operations

(36).

(36) PAtCa:CaC/tCaCCaCact like’ verbs

Base Derived verb

falsafe ‘philosophy’ tfalsaf ‘philosophise’

baxi:l ‘parsimonious’ tba:xal ‘behave parsimoniously’
fad| ‘gesture’ tfad*d*al ‘be kind to’

kasla:n lazy’ tkaslan ‘be lazy’

ra:s ‘head’ tra??as ‘head, chair, be in charge’
Sa:fer ‘smart’ tSa:tar ‘be a wise guy’

ahbal ‘stupid’ tha:bal ‘pretend to be stupid’

Semantic resemblance plays a relatively minor moleinyan selection compared
to the base vs. derived criterion and the morphmplogical properties of the
binyanim (as will be clear i®.3). However, there are cases where it dictates th
selection of an atypical binyan. The fact that gedienoting ‘act like’ are consistently
formed in the same binyan in both languages sugdkat the selection of binyan in

this case is not accidental.
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4.2.3. Interim Summary

So far | have shown that the selection of binyamerb innovation is primarily based
on the distinction between verbs that are basigemnin the lexicon and verbs that are
derived forms like decausatives, reflexives andprecals. In addition, there are also
some marginal cases in which the semantic fielvhech the entry belongs brings
about the selection of less typical binyanim. A®adly noted by Bolozky (1986:39),
innovators tend to refelect certain tendencies @atam with the binyanim, since
innovators look for transparent generalizationgvord-formation processes. The data
| have examined supprt this claim with repect téhblanguages. The next section

addresses the morpho-phonological dimension ofanirsglection.

4.3. Morpho-phonological Criteria

Morpho-phonological criteria determine which binyanare not active in the
formation of new verbs, and which of the activeylaimm are selected in accordance
with the thematic-semantic criteria discussediB. For example, they dictate to a
great extent which MH basic entries are forme@€iGeCand which ones are formed
in hiCCiC (Bolozky 1978, 1999). | view the interaction amdhg criteria in the spirit
of Optimality Theory (Prince and Smolensky 1993hiak accounts for variation in
terms of different rankings of competing constminSeveral of these morpho-
phonological constraints favor the selection of bmg/an over another. Specifically, |
contend that markedness and faithfulness constramath contribute to binyan

selection.

4.3.1. Prosodic Structure and Markedness

Markedness constraints concern universal markedmesare stated either to conform
to phonetic observations or in keeping with crasgtistic typological data. When
satisfied, markedness constraints cause markedtwtes to be repressed. The term
markednesdas received a great deal of attention and mafipitiens within the
linguistic literature (see, for example, Mayertmel®81, Dressler et al. 1987, Wurzel

1998, 2000, Faingold 2003, de Lacy 2006, Flack 266& also Haspelmath 2006 for a
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discussion of the term). In this study, | use tkemt only as it applies to the
morphological complexity of the prosodic structofesome binyanim.

The binyanim niCCaC (MH) and CaCaC (MH and PA) are considered
prosodically more marked than others because f@isodic structure alternates
within their inflectional paradigm (Schwarzwald B®at-EI 2001). In contrast to the
rest of the binyanim in both languages, they do preserve their syllabic structure
throughout their inflectional paradigms. Examinestfithe prosodic structure of the
unmarked MH binyanim in (34). As shown, all fornmsthe inflectional paradigms of
CiCeCandhitCaCeCshare a CVCVC stem (e.gines‘assemble’), with the addition
of a prefix in some of the conjugations (ezgkanesassemble-Fut.’). All forms in the
hiCCiC paradigm share the syllabic struct@€VCin addition to the binyan's prefix
hi-. The first and second stem consonartandn in the example in37) are adjacent
throughout the paradigm. Whether the inflectioreagigms of the binyanim ir87)
include a consonant cluster or not, the same sgllatructure remains intact
throughout the entire paradigm. This uniformitytb& prosodic structure makes the
morphology of these three binyanim highly transpgras the transition from one
tense to the other involves no change in the iatepnosodic structure. The only
changes that occur are the addition of a prefixsordetimes a change to some of the

vowels (e.gkines- lelanesin theCiCeCparadigm).

(37) MH uniform inflectional paradigms
CiCeC hitCaCeC | hiCCiC
Past kines hitkanes hixnis
Present | mekanes| mitkanes maxnis
Future yekanes yitkanes yaxnis
Infinitive | lekanes lehitkanes lehaxnix
‘assemble’ ‘gather’ ‘bring in’

The same uniformity exists in all PA binyanim adesim CaCaC(38).
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(38) PA uniform inflectional paradigms
CaCCaC | Ca:CaC aCCaC tCaCCaC | inCaCaC |istaCCaC
Past rattab sa:far akram tfallam | inkasar | jstsfmal
Present mratteb | msafer | mikrem | mitSallem | minkeser | mistmel
Future iratteb isa:fer yikrem yitfallam | yinkeser | yist&fmel
‘arrange’ ‘travel’ ‘respect’ ‘study’ ‘break’ ‘use’

This uniformity and transparency of prosodic stmoet does not exist in the

inflectional paradigms o€aCaC(MH and PA) anchiCCaC(MH). As shown in 39)

below, the prosodic structure of the past and mtef@ms in these binyanins

different from those in the future and infinitiverins. InCaCaG the past and present

forms share a CVCVC structure with no consonanstelu(e.gsagar ‘close’), while

the future and infinitive forms share a CCVC stmetpreceded by a prefix, where a

consonant cluster emerges (giggor ‘close-Fut.

e

A mirror image of such alternation is found in thi€CaC paradigm, whose past

and present forms contain a cluster of the firgi siem consonants (e.gusgar ‘be

closed’), but not in the future and infinitive (eygsager ‘be closed-Fut.’).

(39) Non-uniform inflectional paradigms
CaCaC (PA) CaCaC (MH) niCCaC (MH)
Past sakan sagar nisgar
Present sa:ken soger nisgar
Future yuskun yisgor yisager
Infinitive | --------- lisgor lehisager
‘live’ ‘close’ ‘be/get closed’

The prosodic alternation makeSaCaC and niCCaC morphologically more

complex and less transparent than other binyanhns fesults in a phonological load

expressed by prosodic shifting (Bat-El 2002), sat thaCaC and niCCaC can be

defined as the paradigmatically most marked binyaniprosodic structure.

% Some forms in the past inflectional paradigm dasist of a cluster. This happens due to vowel
deletion when a vowel initial suffix is attachedttee stem (e.gsagar-a— sagra ‘she closed’).
However, the base of the past form that is freaffikes does not consist of a consonant cluster. In
this study, | relate only to the bear stems in ¢aaBe, prior to their inflection in the syntax.
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How is the complexity of the prosodic structureGafCaCandniCCaCrelevant to
the formation of denominative verbs? Because ofr then-uniform inflectional
paradigmsCaCacCis used very infrequently for the formation of nearbs entering
both languages, andiCCaC is not used at aff Denominative verbs are mostly
formed inCiCeC hitCaCeCandhiCCiCin MH, and inCaCCaCandtCaCCaCin PA
(see Bolozky 1978, 1986, 1999, Schwarzwald 198121983, Bat-El 1994, Berman
2003, Laks 2007b among many others). Studies ddirelm’s verb-innovations reveal
the same picture, wit€aCaCand niCCaC are used mainly for existing forms, and
rarely in innovations, whered3iCeC hitCaCeG andhiCCiC serve both for existing
and new forms (Berman 1987, 1993, 2000, 2003, Bermnd Sagi 1981).

Among other binyanim in both languagégCeCin MH andCaCCaCin PA are
the most unmarked binyanim because they are theoos that do not have a prefix.
Consequently, they are used as a default for neasvihat are basic entries in the
lexicon. Verbs that are derived entries are fornmetitCaCeC(MH) andtCaCCaC
(PA), as discussed h2.1.

In addition, CiCeC andhitCaCeCin MH and CaCCaC antCaCCaCin PA are
used almost exclusively for verbs with more thane¢hstem consonants. Other
binyanim do not host such verbs since their prasstfucture does not allow them to
do s0* Out of 531 examples of MH denominative verbs, §68%) verbs were
formed inCiCeCand 125 (24%) were formed mtCaCeC Verb formations in both
binyanim together constitute 90% of cases of MHbvemovation. Out of 134
examples of PA denominative verbs, 93 (70%) wemaéal inCaCCaCand 34 (25%)

were formed inCaCCagG constituiting together 95% of the new verbs.

31 See 4.3.2.2 for the discussion of rare cases wBaf@aCis selected for verb formation due to
faithfulness to the prosodic structure and the kogattern of the base.

32| do not distinguish in this section.g) betweerCiCeCandhitCaCeCin MH or betweerCaCCaC
and tCaCCaCin PA since the division of labor within each bese pairs is based on thematic-
semantic considerations. Most of the examples GieeC and CaCCacC verbs because these
binyanim are the default for verbs that are bastdes (and not derived by valence changing).
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(40)

(41)

The CiCeC-hitCaCe@MH) andCaCCaC-tCaCCa(PA) paradigms are therefore
regarded as the default derivational paradigms#hi@formation of new verbs.

In cases where the base for verb formation is mglaisc or contains only two
stem consonants, the template is satisfied by reigfide insertion 42a, 43a) or
reduplication 42b, 43b) (Bolozky 1978, Bat-El 1989, 1994, 2005b, Gai®98,
Ussishkin 1999a, 1999b, 2000, Tobin 2001, Schwdz\2804, 2010); rarely, the
stems is presented as is (er@pa’'map'— mipa'to map'). | do not discuss the criteria
for choosing among the different strategies, sith@eobject of study here is binyan
selection. In all these cases, the most unmarkegiabim are selected and the
morphological mechanism adopts one of these stemtetp satisfy templatic

constraints on verb formation (McCarthy 1979, 19BlCarthy and Prince 1986,

Quadriliteral PA verbs

Base Derived Verb

format ‘format’ farmat  ‘format’

keensel ‘cancel’ kansal ‘cancel’

servis ‘service’ sarvas ‘provide service’
dipres ‘depress’ dabras ‘make X depressed’
senter ‘center’ santar ‘centralize’
formysla ‘formula’ farmal  ‘formulize’

SifSef ‘rub’ SafSaf ‘rub’

telofon ‘telephone’ talfan ‘telephone’

Quadriliteral MH verbs

Base Derived Verb
formaet ‘format’ firmet ‘format’
keensl| ‘cancel’ kinsel ‘cancel’
tafkid ‘function’ tifked ‘function’
bardak ‘mess’ birdek  ‘make mess’
treensér ‘transfer’ trinsfer  ‘transfer’
telofon ‘telephone’ tilfen ‘telephone’

1993, 1995).

(42)

PA verbs based on two stem consonants

Base | Derived Verb

a. glide insertion

ze:t ‘oil’ zayyat ‘oil’

lifa ‘sponge gourd’ layyaf ‘scrub’

cek ‘check’ Sayyak ‘check (in a checkbox)’
kaes ‘cash’ kayya$ ‘cash a check’
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Base Derived Verb

bo:l ‘uring’ bawwal ‘urinate’

tabu ‘land registry office’ tawwab ‘register’

b. reduplication

ful ‘full’ fallal ill up (patrol)’
t'aep ‘tap’ t'abfab ‘tap’

zirr ‘button’ Zarrar ‘button’
umma ‘nation’ ammam ‘nationalis’

uf ‘Ugh!’ teaf?af ‘sigh, say oof’

(43) MH verbs based on two stem consonants

Base | Derived Verb

a. glide insertion

bul ‘stamp’ biyel ‘put a stamp’
Sem ‘name’ Siyem ‘give X a name’
tik file’ tiyek ‘put in a file’

b. reduplication

daf ‘page’ difdef ‘turn a page’

bis ‘bite’ bisbes ‘take many bites'’
zap ‘zap’ zipzep ‘zap’

dak ‘thin’ dikek ‘make thin’

lap ‘lap’ lipep ‘'siton X’s lap’
boc ‘mud’ hitbocec  ‘get dirty with mud’

4.3.2. Faithulness Constraints

Verb formation is also affected by faithfulness stoaints, which require identity
across various forms within a paradigm, specificéiétween a base a base and its
derived verb. Such constraints therefore penalizg eéhange, including deletion,

epenthesis and stress shift.

4.3.2.1 Initial cluster preservation: CiCe@s.hiCCiC

The choice between MHCiICeC and hiCCiC in verb innovation is based on
faithfulness to the base from which the verb iswéel. As noted, both binyanim host
new verbs, which are basic entries in the lexicHow does the morphological
component choose between the two? There are cdmreMCCIC is selected for the
formation of basic entries. This happens mainlyhwiterbs whose base is a
monosyllabic word that begins with a consonanttelugBolozky1978,1999,2002,
2005,Bat- E11994)® When forming a new verb, speakers aim at faithgfsgnto the

base form not only with regard to the order of segts in the base, but also with

3 See Schwarzwald (2005) and Bolozky (2006) fordiseussion of initial clusters in MH in general.
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respect to their prosodic position. When the basgains a consonant cluster in word
initial position, its derived verb should also iet#éhe cluster structure. As shown in
(44), the formation of the MH verhiklik ‘click on a computer mouse’, based on the
word ‘click’, allows the initial clusterki/ of the base to remain intact throughout the
entire inflectional paradigm. Forming this verb any of the other binyanim, e.g.
CiCeCor CaCaC would break the cluster in at least some plaiteseby forming a

structure that would be less faithful to the bise.

(44) Faithful and unfaithful formation of MH denomaitive verb ‘click’
hiCCaC CiCeC CaCaC
Past hklik *kilek *kalak
Present mid ik *mekalek *kolek
Future y&lik *yekalek *yikl ok
Infinitive lehaklik *lekalek *li kl ok

The examples | collected indicate that the selactid hiCCiC in new verb
formation is mostly restricted to cases where thsebcontains an initial consonant
cluster. Out of 41 instances of verb innovatiohi@CiC, 27 (66%) are cases where
the base contains such a cluster. Forming the \istes in (45) inhiCCiC allows the

cluster to be preserved.

(45) Verb innovation imiCCiC (MH)
Base Derived verb
Klik ‘click’ hiklik ‘click’
krees ‘crash’ hikris ‘crash an application’
snif ‘a sniff’ hisnif ‘sniff’
flik ‘a spank’ hiflik ‘spank’
SWit¢ ‘switch’ hiswi¢ ‘switch’
spam ‘spam’ hispim ‘send a spam’
stres ‘stress’ histris ‘cause stress’
Snac ‘a noon nap’ hisSnic ‘take a noon nap’
Spric ‘a squirt’ hiSpric ‘squirt’
Svic ‘a brag’ hiSvic ‘brag’
flas flush’ hiflis ‘flush down the toilet’

3 The cluster could be preserved at the cost ofplézhtion of the last consonatkftkek), similarly to
flirtet ‘flirt’. The formation in hiCCiC keeps the verb faithful to the base and thereause®d to
appy further processes.
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Note that this constraint, as well as others, ctdlestrong tendencies of the
morpho-phonology in the lexicon. It does not prdelentirely the formation of verbs
in hiCCiC that do not have an initial cluster, etgsrit ‘film’, derived from the MH
nounseret‘film’. There are also bases with initial clustenst have a derived verb in
CiCeC e.g.bilef ‘bluff’, derived from the nourblof ‘a bluff (see also 4.3.2.2). The
examples in45) also show that the distinction betweeiCeC and hiCCiC in new
verb formation is purely morpho-phonological and tiematic.CiCeCis the default
binyan for transitive verbs that enter the langyaghile hiCCiC is selected for
transitive verbs to preserve a consonant clustemwine is present in initial position
in the base.

The situation is different in PA. When the basesists of an initial consonant

cluster,CaCCacCis selected and the cluster is not preserdé)l (

(46) PA innovation based on words with initial ¢krs

Base Derived verb

krem ‘cream’ karram / *akram ‘use cream’
syaij ‘fence’ sayyaj / *asyaj ‘fence’
fri:z ‘freeze’ farraz /| *afraz ‘freeze’

aCCaCcould just as easily have been selected for énbsvin 46). Selecting it
would yield akram to give one example, thereby preserving the awarsiocluster of
the nourkrem‘cream’. This result would parallel the selectmiCCiCin MH. But
PA and MH apply different strategies for binyanestibn when the base form
contains an initial cluster. Why should this be $a@®ntend that PAACCaCis not
active in the formation of new verbs as a resulit®low frequency among existing
forms, in contrast to MHICCIC. A dictionary search reveals only a&CaCverbs,
which represents only 3.5% of all PA verbs. In #ddj verbs that do occur in this
binyan have low token frequency (see Rosenhous@)20bere are verbs that are
formed in bothCaCCaCand aCCaCwith no difference in meaningd{) (see also

Chapter 6 for an extensive discussion of morphckigiariation).
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(47) aCCaC — CaCcCagGiternations (PA)

MSA PA

atlef tallas ‘take out’
adaf dataf ‘weaken X’
arjet rajjes ‘give back’

Both daffaf and a ffaf, for example, denote ‘weaken X’, bdtaffaf is used
almost exclusively. The low frequency aCCaCleads speakers to avoid it in the
formation of new verbs. Various studies point & tmportance of frequency effects
in language development and change, and specgyfiaallword formation (Gordon
1983, Luce and Pisoni 1998, Alegre and Gordon 199%g and Almor 2000,
Bolozky 2001, 2003 Bybee 2001, 2002, 2004, 2006uS&n 1989, Albright and
Hayes 2002, Ernestus and Baayen 2003, Ussishkingutkl 2002, 2009, among

many others).

4.3.2.2 Template and vowel preservation: CaCaC innovations

Binyan CaCaC is considered highly marked because of alternatiom prosodic
structure throughout its inflectional paradigm, ahds therefore not productive in
verb innovation in either MH or PA. However, thare a few cases in both languages
whereCaCaCis selected for the formation of new verbs. Exangrthe small set of
such examples reveals that this binyan is selatedo faithfulness constraints to the
vocalic pattern and prosodic structure of the basa,manner similar to the selection
of MH hiCCiC discussed i4.3.2.1 (Schwarzwald 2000). This happens when éise b
for verb formation resembles in its prosodic stuoetand vowel quality existing verb
forms within the language. The selectionG#CaCoccurs mainly with words whose
structure resembles one of the defective verbsse/lstem consonants do not appear
consistently throughout their inflectional paradggmTake, for example, MH
monosyllabic verbs with only two stem consonad®&)(The past and present forms of
such verbs share the templ&@aC, and their future forms consist of a prefix and a

stem with the templat€uC or CiC.
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(48) MH monosyllabic defective verb€&aC)

Past/Present (CaC) Future (yaCuCl/yaCiC)

rac yaruc ‘run’
kam yakum ‘get up’
sam yasim ‘put’
Sar yasir ‘'sing’

Monosyllabic words that serve as the basis for vermation fit into the template
of the verbs in 48), soCaCaCis selected. Examine, for example, the future verb
yamuv'‘will move’ which is derived from the English mosyllabic verb ‘move’. In
order to form such a verb, all the morphologicakchanism has to do is agglutinate
the future prefixya/ to the base form. As a result, the prosodiccstme of the new
verb is faithful to the base. In this case evenvbwels of the base and the derived
verb are relatively close. When the base consistheovowelu, the morphological
mechanism selects a template that has the modasioivel available in the phonetic
inventory of the language. In the example 48)( the English verlbid serves as the
base for verb formation in the future form, as wiillthis case the base consists of the
vowel i, hence the selected template is the one seenrnmsfbke tasir ‘will sing’,
since it consists of a similar vowel./The result, in second person singular, is thib ve
tabid.

(49) lifney Se-ata koneabid
‘before you buy, bid’
(123.bid.co.il)

The same pattern occurs in PA with defective molhaisig CaCaCforms, whose
structure is also faithful to the base from whiadrbs are derived. The veyglezu:m
‘will zoom in’ is derived from the English verb ‘ean’. Again, the base is
monosyllabic and it contains the vowelAs such, it resembles existing PA verbs like
yequ:l ‘will say’ (50). Forming such verb i@aCCaC which is the most productive
binyan for verb innovation, would involve glide @ron or reduplication of the stem

consonant(s) in order to fill the consonant sldtshe binyan (see4@)). This would
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yield verbs like Zawwanf zammam/*zamzaraoom’, which would not be faithful to

the base.

(50) PA monosyllabic defective verbs

Past Ca:C) Future (yeCu:ClyeCi:C)

ga:l yequ:l ‘say’
rah yeruh ‘get up’
fas EIRS ‘live’
sair yesi:r ‘happen’

More examples of PEaCaCformations are presented ).

(51) PA verb innovation i€aCaC

Base Derived Verb Parallel PA verb
ful full’ ful ill the whole tank (fuel)’ | qul ‘say!’
zum ‘zoom’ azum ‘I zoom’ aqu:l  ‘Isay
pejo ‘Peujot’ bajet ‘I drove a Peujot’ banet ‘I built
eSmor ‘I will guard’ | aSmur ‘1 will guard’ aktub ‘I write’

Each of the verbs inb(l) also demonstrates faithfulness to some exigting in
PA. Forms such asajet‘l drove a Peujot’ share the same template adiegiverbs
like laget‘l met’. The verbaSmur ‘I will guard’, which is derived from the MH verb
eSmor preserves the consonant cluster in the base dodis therefore faithful to the
base. Finally, the imperative forfual *fill the whole tank with fuel’ is identical in &
prosodic structure to PA hollow imperative verbstsasqul ‘say’ andru/ ‘go’.*
Here again, selectingcaCaC ensures faithfulnes8. Such cases provide further
evidence for word-based approaches (Aronoff 199672 Steriade 1988, Aronoff and
Fudeman 2005, Blevins 2006, among others) by shpwhat the properties of the

base are taken into consideration in the formatbrerived forms (Bat-El 1994,

2002, Ussishkin 1999a, 2000, 2005).

% suchCaCaCinnovation might be used only in a specific teasd would not be fully conjugated as
verbs in the lanuage. The PA vdtb ill the whole tank with fuel’, for example mightot be used
in the past form (e.g.fél, so far | have not come across such examples), iyt the imperative
form, where it is structurally similar to the base.

Similar patterns are found in the cognate cursiénBedouin dialect of the Negev (Henkin 2009,
2010). The punning cognate curse patterns in adggceairs where an utterance triggers a punning
curse. For example, the MH word Suk ‘market’ triggéhe curseySukk fsfa:bak ‘may he (God)
grate your nerves!'. Again, the syllabic structamed the vowel of the base are preserved in verb
formation. See Henkin (2009) for more examples.

36

60



Currently, there are only a handful of instanceemhnew verbs are formed in
CaCacCin either language. Examining the process of hing@lection certainly does
not lead to the prediction that each time the basembles the structure of one of the
forms in a binyan the new verb will be formed inatthbinyan. There are
counterexamples that show otherwise. The MH ridoh*‘a bluff’ is expected to have
a derived counterpart i@aCaC (or hiCCiC), as its future form would preserve the
structure of the basgiblof ‘will bluff’) and it would fit the template of otér existing
verbs giSmor ‘will guard’). Still, CiCeC which is the default binyan in MH verb
formation, is selected rather th&aCaC Nonetheless, the selection@CaCis not
accidental and it is always motivated by morphofmiogy, specifically by a
faithfulness constraint that requires the derivestbvto reflect the base and its
properties to as great an extent as possible.

Section4.3 discussed the morpho-phonological factorsitifatence the selection
of binyan in verb innovation. Each of the languagesder study contains a pair of
binyanim that are the most active in verb innovatizecause of their prosodic
structure. These are considered the unmarked, lddfenyanim. Considerations of
faithfulness to the base cause the selection @frdiimyanim like MHhICCiCin some
cases and, in rare cases, of MH and R2aCaC Furthermore, the morphological
component selects only binyanim that occur fregyesriough among existing forms

and are therefore accessible to speakers.

4.4. Summary
This chapter provides insights into the distribotaf MH and PA binyanim and their
productivity in verb innovation. The data | haveaexned reveals a drastic restriction
on the productivity of some binyanim in verb formatin both languages.

In MH, CiCeC hitCaCeCandhiCCiC are selected almost exclusively for morpho-
phonological reasons, namely because there is ngog@ic alternation in their
inflectional paradigms. The choice betwe@iCeC and hiCCiC is based on a

faithfulness constrainthiCCiC is selected when the base consist of an initial
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consonant cluster that must be preseri@aCeCis selected for thematic-semantic
reasons when the verb results from valence changingn rare cases, because of
semantic resemblance to existing forms.

In PA, the system has been reduced to two mainahiny, CaCCaC and
tCaCCacC,that are active in the formation of new verbs. Beé&ction of these two
binyanim over others results from morpho-phonolageonstraints. These binyanim
are the only ones that can host more than threa st;nsonants, and there is no
alternation in prosodic structure within their gdtional paradigms. Other binyanim
with no such alternations occur infrequently amemgsting forms, and they cannot
host more than three stem consonants. The divisidabor betweerCaCCaCand
tCaCCaCis based on thematic-semantic considerati@®sCCaC is used as the
default binyan for basic entries, whil€aCCaCis used for derived ones either when
the verb is the output of valence changing or wdamantic resemblance is a factor.

In both languagesCaCaC occurs frequently among existing forms but is Isare
selected for the formation of new verbs. This i9eoause of the prosodic alternations
that occur in its inflectional paradigms. Howevkehave shown that there are cases
where this binyan is used for verb innovation amat such cases are not accidental.
They arise mainly as the result of a faithfulnesastraint that demands structural
similarity to the base form, and sometimes as altre$ semantic resemblance to the
base. The interaction between the main factorsdéirmine binyan selection in verb

innovation is summarized i%2) for MH and in §3) for PA®’

37 The rare cases @faCaCselection in both languages are not included 2) &nd (53).
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(52) Binyan selection in MH

Binyan

selection
Prosodically Prosodically
marked unmarked
binyanim binyanim
CaCaC niCCaC CiCeC, hiCCiC,

hitCaCeC

Basic entry Derivedentry
(valence
changing)
CiCeC, hiCCiC hitCaCeC
Initial cluster — Elsewhere
faithfulness
constraints
| hiCCiC | | CiCeC
(53) Binyan selection in PA
Binyan
selection
Prosodically Prosodically
marked unmarked
binyanim binyanim
All other CaCcCacC,
binyanim tCaCCaC
Basic entry Derived  entry
(valence
changing)
CaCcCa( tCaCCaC
(aCCaCiis

blocked due to
low frequency)
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The analysis uncovers the interaction between nmpgttonological and thematic-
semantic criteria in verb new formation. The studybinyan selection provides the
linguist with a window of opportunity to observeethrocess of word formation in the
lexicon, where both types of criteria are taker iobnsideration. The results of the
study support the existence of an interface betweempho-phonology and the
lexicon. More specifically, they support the conomp of the lexicon as an active
component in morphological formation of words (Aofin1976). In addition, they
lend support to a word-based approach: in binydecsen, morpho-phonological
features of the entire word are taken into accauadition to the thematic-semantic
information that is coded in the concept. Spediijcasuch criteria are taken into
account with respect to paradigms of words. Thepmalogical mechanism evaluates
features of the input and output of word formatrath respect to other existing words

within the relevant paradigm.
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Chapter 5. Relations between Existing Forms

This chapter examines the relationships betweeibitiyganim of existing forms with
regard to the five valence-changing operationsdhataddressed in this dissertation. |
examine the criteria for binyan selection for vetbat are derived via one of these
operations and show what the typical thematic icglatbetween the binyanim are.

The chapter is organized as follows. Secttoh provides a description of the
typical binyanim for each operation in MH and PAid'is based on a search of The
Sapphire dictionary (Avenyon 1997) for MH and Thiv® Tree Dictionary (Elihay
2005) for PA®® Verbs were classified according to their themafjes with repect to
the operations discussed in this study.

In section5.2 | address cases in which some binyanim contpet®st a derived
form. | show that, while in some such cases thecehes random, there are also
instances where the selection of one binyan overatmer can be accounted on
morpho-phonological grounds. Specifically, | comtethat the selection of MH
niCCacC over hitCaCeCin the formation of derived entries is motivatedrhorpho-
phonological faithfulness constraints that aim ¢k the derived forms as faithful as
possible to the base forms, as showmif.2 for the selection of binyan in verb
innovation, and thus repress the application of nplagical processes such as
consonant deletion and metathesis.

In section5.3 | examine apparent mismatches between the dapacted given the
valence changing operation the verb has undergowetl@e form it in fact has.
Specifically, in these cases the thematic relalietween two forms of the same verb
indicates that one was derived from the other tlheir morphology indicates that the
derivation took place in the opposite direction.awiress these occurrences | rely on
(i) the notion of frozen lexical entries, thatesitries unable to surface as actual words

(seeb.3), and (ii) the historical relationships betwedba relevant forms. rely on the

% The Olive Tree Dictionary is based on samplingidfan PA spoken in Isreal and Palestine. Though
there are differences between speakers from diffariges, they are irrelevant with repsct to binya
selection.
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notion of frozen lexical entries and on the histakirelationships between the relevant
forms. | argue that while form A is indeed themallic derived from B, B pre-existed
A in the lexicon but was present only as a frozeryeso that A entered the
vocabulary first and was used for the morphologiealization of B when B was later

defrosted.

5.1. Relationships between Binyanim

Each type of valence-changing operation has a ayprorphological manifestation,
i.e., for each operation there is a pair of binggrone of which hosts the base and the
other the derived form (Berman 1978, Bolozky 19%B&hwarzwald 1981b). In
addition, there are verbs that have the propedies derived verb, although they do
not have a basic counterpart. | assume such veebst@aed in the lexicon as derived
entries, where their base exists as a concept mitstoucture. It is this concept that
serves as a base for the valence changing operéemhart and Siloni 2005,
Horvath and Siloni 2008, see 5.3). Derived verlth wnly conceptual counterpart are
also formed in binyanim which are typical for dedventries. This shows that the
morphological component identifies them as derivedtries and selects the
appropriate binyan for their formation. This sulism examines the pairs of
binyanim that are typical for the five operationscdssed in the dissertation:
decausativization, causativization, reflexivizatioeciprocalization and passivization.
In addition, this subsection shows that some bimyatend to be used in case of
derivational relations more than others regardigsshe type of specific thematic
operation. This means that a particular binyameésusual mate of another binyan. PA
tCaCCag for example, is the usual mate@ACCaC and notCaCagG as | will show,
the CaCCaC- tCaCCaCparadigm is much more common in existing formsttiee

CaCacC- tCaCCaCparadigm.

5.1.1. Decausativization
Decausativization is an operation in which a caw$e is reduced from the thematic

grid of a verb. §4a) contains the MH transitive vekbkel ‘spoil’, formed inCiCeC,
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which assigns a cause role to the heat and a padiento the soup5¢@b) contains the
decausative counterpdritkalkel ‘become spoiled’, which is formed mtCaCeCand
assigns only the patient role (again to the soup).

(54) a. ha-xom kilkel et ha-marak
‘The heat spoiled the soup’

b. ha-marak hitkalkel

‘The soup spoiled’

As will be seen below, the morphology of decauszdiion is relatively less
predictable than that of other thematic operatidiere are various different pairs of
binyanim that can be involved in the transitivedlesative alternation. Nonetheless,
the majority of decausatives are formed eitherhitCaCeC or niCCaC (55)
summarizes the results of the Sapphire dictioneaych. Note that the terms ‘simplex’
and ‘complex’ in B5), as well as in the next sets of data, relatthéomorphological
relation between binyanim in each derivation. Aylaim is classified as complex when
it contains an additional element (e.g. a prefia@eminate) in comparison to another

binyan.

(55) MH decausativization paradigms

Formation Percentage | Example
a. simplex to| CiCeC | — | hitCaCeC | 190 | (49%) | kimet hitkamet
complex ‘wrinkle’ ‘become wrinkled’
CaCaC | — | niCCaC |46 | (12%) | Savar niSbar
‘break’ ‘get broken’
CiCeC | — | niCCaC 7 (2%) xilec nexlac
‘extract’ ‘become extracted’
b. complex tg hiCCIiC | — | hitCaCeC| 23| (6%) hirgiz hitragez
complex ‘make mad’ ‘get mad’
hiCCiC | — | niCCaC 40 | (10%) | hirdim nirdam
‘put to sleep’ | ‘fall asleep’
c. simplex to| CiCeC | — | CaCaC 4 (1%) simeax samax
simplex ‘make happy’ | ‘be(come) happy’
d. zero hiCCiC | — | hiCCiC 34 | (9%) | hivri hivri
morphology ‘make healthy’| ‘become healthy’
e. complex to hiCCiC | — | CaCaC 44 | (11%)| hikpi kafa
simplex ‘freeze’ ‘become frozen’
Total 388 | (100%)
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As is clear from §5), the most common pattern for decausativizatiodH is the
simplex-to-complex formation, where the transitiverb is formed in a simplex
binyan while its decausative counterpart is fornmed complex, marked binyab%a):
63% of the cases are of this pattern. This coeslaiith the thematic analysis adopted
in this study, where a decausative is derived frantransitive. There also exist
complex-to-complex derivations where both basic addrived forms are
morphologically markeds®b), as well as rare cases of simplex-to-simplexdgons
where both forms are morphologically neutrabd). In addition, there are patterns
exhibiting zero morphology: the basic and deriveaifs are morphologically identical
and tend to be formed in the morphologically markeayan hiCCiC (55d). The
complex-to-complex and simplex-to-simplex casesyall as the zero morphology
cases, cannot provide any evidence with regardirecttbn of application of the
thematic operation, as the two forms in these paieseither both marked or both
unmarked®

The intriguing case is the complex-to-simplex dation G5e), where the basic
transitive entry is formed in a morphologically qoex binyan LiCCiC), while its
decausative alternate is formed in a simplex binf@aCaQ. Although, there are
relatively few instances of the kind, this patteymnexpected. Sectidn3 provides an
explanation to these.

PA decausativization demonstrates three main pgrediof verb formation. The

results of the Olive Tree dictionary search arersanized in $6).

39 See Haspelmath (1987, 1993) for an extensive stson of types of morphological relations in
transitivity alternations.

68



(56) PA decausativization paradigms

Formation Percentage Example

a. simplex to CaCCaC — tCaCCaC| 66 (44%) sakkar  tsakkar

complex ‘close’ ‘become closed’
CaCaC — inCaCaC |33 (22%) kasar inkasar

‘break’ ‘get broken’

b.complex t¢ CaCCaC — CaCaC |51 (34%) waga&d  wiqes§

simplex ‘drop’ fall

Total 150 (100%)

Two of the PA decausativization paradigms are maiqgically well-behaved
with regard to the direction of derivatiomCaCaC is derived formCaCaC and
tCaCCaCfrom CaCCaC(a). In 66% of the cases, there is a correspondeetvecen
the thematic operation and its morphological ma#on; morphology indicates that
the intransitive verb is formed by agglutinatingrafix to the transitive one.

However, the third paradigm demonstrates a morghodd mismatch: the
transitive verb is formed i€aCCagC while the intransitive one is formed @aCaC
As in the MHCaCaC - hiCCiCrelationship, the morphological relationship irblf}
implies that the transitive verb is derived frome timtransitive one. However, the
thematic relationships between the verbs in therration show that the relationship
between the verbs irb@b) is one of decausativization. | provide an actdan this

apparent mismatch i.3.

5.1.2. Causativization

The morphology of causativization is relatively gictable in MH and PA, as well as
cross-linguistically’® MH causative verbs are usually formed in thi€CiC, as
demonstrated in5(¢). caZad ‘march’ (57a) is a base form i@aCaC and the verb
hic'id ‘make march’ is derived by adding a thematic roleagent and is formed in
hiCCiC (57b).

(57) a. dan cad
‘Dan marched’

%0 See Haspelmath (1987, 1993).
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b. ha-mefaked hitd et dan

‘The commander made Dan march’

Note thathiCCiC is not used exclusively for causative verbs. Thirsyan hosts
different types of verbs, including non-causativensitive verbs and even
decausatives. However, when an active verb hasisattae counterpart it is usually
formed inhiCCiC. In addition, most causative verbs are derivechfaxtive verbs in
CaCaC A dictionary search reveals that the majorityindtances of causativization
involve CaCaGto-hiCCiC formations (82%), i.e. a morphologically simplesband a
complex derived form. Other pairs of binyanim thanifest causativization are rare,

as summarized irbg).

(58) MH causativization paradigms

Formation Example
simplex to CaCaC — hiCCiC |45 (82%) |rakad hirkid
complex ‘dance’ ‘make dance’
CiCeC — hiCCiC |1 (2%) | zinek hiznik
‘spring’ ‘make spring’
complexto | niCCaC — hiCCiC |2 (3.5%) | niSba hisSbia
complex ‘swear’ ‘make swear’
zero hiCCiC — hiCCiC |1 (2%) | hiSlim hislim
morphology ‘make up  ‘cause to make
with’ up with’
niCCaC — CiCeC |1 (2%) nimlat milet
‘escape’  ‘help escape’
simplex to CaCaC — CiCeC |2 (3.5%) |lamad limed
simplex ‘study’ ‘teach’
complexto | hitCaCeC — CiCeC |3 (5%) hitxaten  xiten
simplex ‘marry’ ‘marry’
Total 55  (100%)

PA has a systematic pattern of causativization,refl@aCaCis used for basic
entries andCaCCaC which is formed by gemination, is used for therfation of their

causative alternate5%)**

“1 SomeCaCaCverbs consist of the vocalic patteiirs or i-i (e.g.misi ‘go’). This difference in the
vocalic patterns in irrelevant for the purposethdd study.
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(59) PA causativization

Basic entry (CaCaC)| Derived Causative (CaCCaC)
raqas ‘dance’ ragqas ‘make dance’

miSi ‘walk’ masSa ‘make walk’

rah 'go’ rawwéah ‘make go’

Sireb ‘drink’ Sarrab ‘give X a drink’

5.1.3. Reflexivization
Reflexivization has a relatively predictable paitén both MH and PA. The most
typical binyan for MH reflexive verbs tsitCaCeC and there are also reflexive verbs

that are derived iniCCaC(60).

(60) MH reflexivization

Formation Percentage | Example
a. hitCaCeC | CiCeC — hitCaCeC | 69 (51%)| nigev hitnagev
formation ‘wipe’ ‘wipe oneself’
CaCaC — hitCaCeC| 11 (8%) raxac hitraxec
‘wash’ ‘wash oneself
hiCCiC — hitCaCeC | 11 (8%) higniv hitganev
‘sneak’ ‘sneak oneself’
— hitCaCeC | 15 (11%) hityafyef
‘beautify oneself’
b.niCCaC |CaCaC — niCCaC 20 (15%)| Sataf nistaf
formation ‘wash’ ‘wash oneself’
hiCCiC — niCCaC 6 (4%) hicmid nicmad
‘stick to’ ‘stick oneself to’
CiCeC — niCCaC 3 (3%) kibec nikbac
‘gather’ ‘gather around
(oneself)’
Total 135 (100%)

A very similar pattern exists in PA, where reflexiverbs are formed it€aCCaC

(61) PA reflexivization

Formation Percentage | Example
CaCCaC | — | tCaCCaC| 20 (49%)| hammam | thammam
‘bathe’ ‘bathe modification’
CaCaC | — |tCaCCaC| 2 (12%)| laffat tlaffat
‘turn’ ‘turn around’
— [tCaCCaC| 19 (2%) t'aft'ar
‘put on perfume’
41  (100%)
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5.1.4. Reciprocalization

The morphology of MH reciprocalization is identidal that of reflexivization. As
shown in 62) the majority of reciprocal verbs (82%) are fedmin hitCaCeG
regardless of the binyan of the transitive verbe Tiput, similarly to the case of
reflexivization, can be formed i@iCeC CaCaCor hiCCiC and there are also cases of

reciprocal verbs without a transitive alternaté¢hi@ vocabulary.

(62) MH reciprocalization

Formation Percentage| Example
a. hitCaCeC | CiCeC — hitCaCeC | 9 (17%) xibek | hitxabek
formation ‘hug’ ‘hug each other’

CaCaC — hitCaCeC | 5 (9%) | laxaS hitlaxesS
‘whisper’ | ‘whisper one another’

hiCCIC — hitCaCeC | 1 (2%) hexlif | hitxalef
‘replace’ | ‘replace each other’

— hitCaCeC | 28 (54% | hitvakeax
‘argue with each other’

b.niCCaC |CaCaC — niCCaC 4 (8%) | pagd nifgasS
formation ‘meet’ ‘meet each other’

hiCCiC — niCCaC 2 (4%) | hifrid nifrad
‘separate’ | ‘break up’

CiCeC — niCCaC 1 (2%) | diber nidbar
‘talk’ ‘talk to each other’

— niCCaC 2 (4%) | ne'vak
‘fight with’

Total 52  (100%

PA is different from MH with respect to reciproaation in that reciprocal and
reflexive verbs in PA tend to have different moragical manifestations. Reflexive
verbs are formed itCaCCaGC which contains a geminate, while reciprocal veates
from in tCa:CaC which contains a long vowel. These two binyanira aimilar,
distinguished only by the type of the penultimagavy syllable, CVC vs. CV: When
the verb contains more than three stem consonaaiprocal verbs are also formed in
tCaCCacClike reflexives, as this is the only binyan forriged forms that can host

more than three consonangsy.
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(63)

PA reciprocalization

Formation Percentage | Example
Ca:CaC — tCaCaC 9 (32%) saSad tsaSad
‘help’ ‘help each other’
CaCaC — tCa:CaC 12 (43%) katab tka:tab
‘correspond] ‘correspond’
CaCCaC —» tCaCCaC| 2 (7%) waswas | twaswas
‘whisper’ ‘whisper to one another’
— tCaCaC | 5 (18%) tsa:baq
‘compete with each other’
Total 28 (100%)

5.1.5. Passivization

The morphology of passivization has been discuss¢ensively in3.2 and3.3. As

noted, this is the only syntactic thematic operatio MH. The morphology of MH

passivization is steady and predictable.

When a verb is formed i€iCeCor hiCCiC, its passive counterpart is formed in

CuCaCor huCCacC respectively, via melodic overwriting. When thesbas formed in

CaCag its passive alternate is formedniCCaC

In PA, there are two binyanim that are used forspazation. CaCacC transitive

verbs have derived passive counterpartsin@aCaG while CaCCaC passive

alternates are formed i€aCCaC(see3.3).

The next section discusses cases, where two MHabimycompete for the output

of the same thematic operation.

5.2. Competing Binyanim

So far | have shown the common morphological matateon for each type of

thematic operation. The data show that there ageifsp binyanim that typically host

verbs resulting from lexical operations, but thaimost cases the morphology is not

fully predictable. The most typical binyanim foretioutput of MH lexical operations

other than causativization aniCaCeCandniCCaC Most derived forms o€iCeC

verbs are initCaCeGC the CiCeC-hitCaCeCparadigm is very stable and is hardly

subject to irregularitie¥’> However, the derived forms dfiCCiC and CaCaC

*2 There are few rare exceptions, élgc ‘force’ —ne?elac ‘be forced’ (itZaleg).
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demonstrate an intriguing variation with regardtheir binyan. Some are formed in
niCCaCwhile others are formed imtCaCeC(64).
(64) Derived counterparts bfCCiC/CaCaCverbs

Base Derived form

a. hirgil ‘make X getused to’ | hitragel / *nirgal ‘get used to’

b. hirdim  ‘putto sleep’ nirdam /*hitradem  ‘fall asleep’

c. katav  ‘write’ hitkatev / *nixtav ‘correspond’

d. pagas ‘meet nifgaS / *hitpages ‘meet each other’

The derived counterpart dfirgil (64a) is formed inhitCaCeC while that of
hirdim is formed inniCCaC (64b). In both cases, there is no apparent reason for
preferring either of the two binyanim. | argue thia variation among some derived
forms arises from a non-crucial ranking of two doamigts. On the one hand,
hitCaCeCis favored because of markedness: it is the leskedaoutput binyan
compared withniCCaC niCCaC as well asCaCaC is less productive due to the
complex morphology of its inflectional paradigm k8@rzwald 1996, Bat-El 2001,
see4.3.2.1). It does not preserve its syllabic streetthroughout its inflectional
paradigm (e.gnimSax-yimaSeXast’). This results in a phonological load exgsed
by prosodic shifting in the transition from one gento another (Bat-El 2002).
hitCaCeCis prosodically consistent throughout the paradighn the other hand,
niCCaCis preferred because of a faithfulness constréinthis case, the constraint
preserves the adjacency of consonamtSCiC andniCCaC share the same prosodic
structure in their past and present forms, as bmtins contain a consonant cluster.
Markedness, involving uniformity across the inflenl paradigm, competes with
faithfulness requiring (partial) uniformity of tlterivational paradigm. Owing to these
competing constraints, we find derived counterpaiti CCiC taking both forms.

These two competing constraints also result inot®irrence of the same derived
verb in two binyanim. For example, the vénitiv ‘make X wet’ has two decausative
counterpartsnirtav and hitratev ‘become wet’ (as will be discussed @hapter 6).
There is no difference in the meaning and the thiengaids of these two verbs. Such
pairs may differ with regard to register, and imgosuch cases one form is newer than

the other.
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In addition to the markedness and faithfulness ttamgs discussed above, there
are several morpho-phonological constraints thaivaie the choice ofiCCaC over
hitCaCeC (Laks 2009). These are faithfulness constraintghiwithe derivational
paradigm that either prevent a prohibited clusterMH or prosodic and vocalic
alternation. In addition, they are also costly ¢raists as they block the application of
a phonological process. Note that these constregtdte to verbs in binyanimCCiC
andCaCagQ as in these cases morphology is at a crossrdauss to select between
two compatible binyanim. The constraints discussethe next sections promote a
tendency to selectiCCaC Note that the selection afCCaC overhitCaCeCis only
relevant when the base is formedhi€CiC or CaCaC but not inCiCeC CiCeC-
niCCaC is a very rare paradigm, as opposed to the fraqgaed stableCiCeG
hitCaCeCparadigm, and therefore speakers hardly have ergsa to it anaiCCaC
is not even a candidate for the derived countespeEI€CiCeCverbs. In contrast, when
the base entry is formed mCCIiC or CaCaC, speakers can select between either
niCCacC orhitCaCeCas the binyan of the derived form. The next sasticonsist of

cases where there is a clear tendancy to selié@aCoverhitCaCeC

5.2.1. Block Deletion/Epenthesis £ and d Initial Stems

MH prohibts homorganic clusters, thus obeying thdigatory Countur Principle.
CaCaCandhiCCiC verbs whose initial stem consonant ier d are not derived in
hitCaCeC,since such derivation would create homorganioofttitd/ clusters. Such a
sequence in MH is dealt with via either consonagletibn or vowel epenthesis. A
dictionary search reveals f@aCaC/hiCCiCG hitCaCeCderivations in stems with an
intial t ord, in contrast to 1%2aCaC/hiCCiC niCCaCderivations. Forming a verb in
niCCaCeliminates the need for deletion or epenthesistieckfore allows the output
to be faithful to the base form. Examine, for ex&nthehiCCiC verbhidhim ‘amaze’.

If its decausative counterpart ‘become amazed’ vienmed inhitCaCeGC it would
yield a verb with a prohibited homorganic clugté(*hitdahen), which would lead to

consonant deletion (fidahem. The morphological component avoids this scenario
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and opts fomiCCaC where no homorganic cluster is created and naglbgical

process applysb).

(65) hiCCiC/CaCaC— niCCaCwith /t/ or /d/ initial consonants

Base Derived form

hidlik ‘turn on’ nidlak /* hidalek, *hitdalek ‘get turned on’
(metaphorically)

hitrif ‘drive mad’ nitraf / *hitaref, *hittaref ‘get mad’

hidhim  ‘amaze’ nidham /*hidahem, *hitdahem ‘become amazed’

tala ‘hang’ nitta  / *hitala, * hittala ‘hang oneself’

The prohibition of /tt/ or /td/ clusters stems frammore general constraint on
phonological sequences: the Obligatory Contour dippie (OCP). The OCP was
originally proposed as a prohibition against adjhcalentical tones in lexical
representations (Leben 1973). It was later exparaied applied to a variety of
phonological processes that involve the avoidantc@dpacent identical segments
(Goldsmith 1976, McCarthy 1986) and adjacent id@htieatures (Buckley 1990,
1997, Greenberg 1950, Hayward and Hayward 198%I&erl994a 1994b, Padgett
1995, McCarthy 1979, 1981, 1989, Mester 1986¢eri&le 1982, Clements and
Keyser 1983, Yip 1988b, 1989, Bohas 1990, Mifs885] Keer 1999, Rose 2000,
Coetzee and Pater 2008, among others). McCarth§8(88) provides a general
formulation of the principle, according to which dfacent identical elements are
prohibited”. Root cooccurrence restrictions thaé alue to the OCP have been
documented in Arabic and MH (McCarthy 1994, Berantl Shimron 1997, Everett
and Berent 1998, Berent, Everett and Shimron 2B@&ch, Broe, and Pierrehumbert
1997, Frisch 1998, Ussishkin 1999a, Frisch and Xdefa 2001, Frisch 2004).
Specifically for the case of gaps in MH, the pratdim is against a cluster of two
adjacent consonants that share the same mannetaamedof articulation in the case of
/td/, or identical consonants in the case of /it/. raixee the transitiveCiCeC verb
dirder ‘deteriorate’, which has a derived decausative ntenpart in hitCaCeG
hidarder‘become deteriorated’. This verb is initially dexd as hitdarder, but thet is

deleted in order to prevent a homorganic clusteCaCeCverbs likehidarder ‘get
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deteriorated’, whose initial stem consonantt isr d, are rare. As | will show in
Chapter 7, there are rare cases where wheredhelstgins witht or d and CiCeC
transitive verbs have no derived counterpartsii@aCeCdue to the same constraint.
However, as shown above in this subsection, whenbttse form is ihiCCiC or
CaCaC the morphological mechanism avoiti#CaCeC and the derived verb is

formed inniCCaC

5.2.2. Block Prosodic and Vocalic Alternation

Verbs whose initial stem consonant is a glottalpstave an identical prosodic
structure irhiCCiC andniCCaGC™*® The first i/ of hiCCiC (past form) is lowered t@/
and £ is also inserted after the first stem consonang. heZevir ‘transfer’). The
prefix in other tenses is/| that is also inserted after the first stem coaso (e.g.
yaZavir ‘transfer-fut.’). A similar pattern occurs in pamtd present forms oiCCaC
that contain a consonant cluster. Compare, fomgka neZelam ‘disappear’ to
nirdam ‘fall asleep’ (Bolozky 1994-5, Schwarzwald 200B)CCiC andniCCaCverbs
share the prosodic structure CVCVCVC in all thaitactional paradigm\NiCCacCis
more faithful tohiCCiC thanhitCaCeC and hence it may be preferred. Furthermore,
such verbs share the same prosodic structure iteradles ohiCCaC similarly to
hiCCiC, CiCeCandhitCaCeC where there is no prosodic alternation regardiésise
stem consonants. They do not demonstrate the miogibal complexity discussed in
chapter 4, and this providegsCCaC with another advantage ovéitCaCeC A
dictionary search shows that that out ofll@CiC verb whose first stem consonant is
a glottal stop, 10 (83%) have derived counterpartaiCCaC while only 2 have

derived counterparts imtCaCeC Some examples are given 65].

(66) hiCCiC — niCCaCderivations with glottal stops

Base Derived form

hepeliv ‘insult nefelav /*hiRalev ~ ‘become insulted
he?enis punish” | nepenas /* hitane§ ~ 'become punished
he?esim blame’ | nepegam / * hitagem ~ ‘blame’

“3 The glottal stop is deleted by most speakers.
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5.2.3. Block Metathesis

Some hiCCiC and CaCaC verbs with strident consonants as their initiaénst
consonants do not have a derived formit€aCeC,as this would result in metathesis
(e.g. histarek‘comb oneself’).niCCaCis again selected to avoid the metathesis and
keep the derived counterpart faithful to the bdsdictionary search shows that out of
8 hiCCiC verb whose first stem consonant is a strident88%) have derived
counterparts inniCCaC while only one (12%) has a derived counterpars i

hitCaCeC

(67) hiCCiC/CaCaC — niCCaCderivations with initial stridents

Base Derived form

hicmid ‘stick’ nicmad / *hictamed ‘become stuck’
zarak ‘throw' | nizrak / *hizdarek ‘throw oneself’
hig?ir leave’ | npigpar / *hist&er ‘remain’

Note, again, that formation imtCaCeCis not blocked when the base is formed in
CiCeC This is because these constraints are outrankedndrkednessCiCeG
hitCaCeCis the unmarked paradigm and is subject to haadlyvariation. However,
when the base i€aCaC or hiCCiC, the morphological component tends to select
niCCacCin order to avoid metathesis mtCaCeCeven though that process applies
fully: metathesis is exception-free, but it is naist-free. It is a lexical process
(sensitive to morphological structure) rather treate phonetic process. That is,
although metathesis is exception-free it still &tek phonological faithfulness, and if
there is a candidate that does not violate faiti@ss, that candidate is preferred.
Selecting niCCaC in this case is not only faithful to the base fobmt also
economical, as it blocks the application of anothercess. Nonetheless, the ‘block
deletion/epenthesis’ constraint is better-motivatdthn the ‘block metathesis
constraint’, which is subject to more exceptiong.(icdic-hictadek/*nicdak’justify

oneself).
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5.2.4. Interim Summary

The analysis reveals the effect of morpho-phonckgcriteria on the selection of
binyan for the output of thematic operations. Tharfconstraints | have discussed
lead directly to instances in which the outputhe#rhatic operations is deterimined by
morpho-phonological considerations. In all othersesa where the first stem
consonants does not belong to any of the threg@aés discussed in 5.2, there is no
clear tendency to favor one binyan over the otkeha derived counterpart biCCiC
verbs. In 8 out of 17 cases (47%)CCaC is selected, while in 9 cases (53%)
hitCaCeCis selected.

The constraints discussed in 5.2 take effect olgmthematic operations occur in
the lexicon and not in the syntax. There are nopm@phonological constraints on the
output of MH passivization. As shown in chapter tBe morphology of MH
passivization is exception-free and involves mamlsegmental change. | assume that
it is that way in order to avoid the violation obrestraints and the application of
phonological processes because the ouputs of sgntgerations are not listed. Note
that the above constraints reflect a tendency ihaubject to irregularities. These
irregularities provide further evidence that thescdissed operations apply in the

lexicon, which is idiosyncratic unlike the syntax.

5.3. Mismatches between Thematic Relations and Morpho-pginological

Relations
This section is devoted for cases where valencengthg and morphological
formation ‘collide’. cases where the thematic rielaship between two verb forms
suggests that form A is derived from form B, whiterphology indicates the reverse
both in MH and PA (e.g. the transitive MHikpi ‘freeze’ and its decausative
counterpartkafa ‘freeze (become frozen)’

This section offers a solution to this kind of mlogthematic mismatch by
drawing on (i) the presumed existence of frozemchdxentries in the lexicon and (ii)

information about the diachronic development of plaeticular alternates. | argue that,
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in cases where the thematic relation between vsulggests that form A is derived
from form B, while the morphology indicates the eese, it is in fact the case that
form A entered the language first, derived fronr@én lexical entry. Later on the
frozen entry, namely form B, received a morpholafghape based on the form of A,
and was inserted into the vocabulary of the languapecifically, | propose a
mechanism of morphological defrosting and fillinpat operates according to

systematic guidelines.

5.3.1. The Morpho-thematic Mismatch

As discussed in previous parts of the disserta(eee 2.2 and5.1), transitive-
intransitive alternations within verbal systems aneir morphological manifestation
have been an object of study and have been acebtontaising various approaches
(see for example Haspelmath 1987, 1993, Borer 1B®inhart 1996, Doron 2003a,
2003b, Reinhart and Siloni 2005 among many otheflis section examines
transitivity alternations that demonstrate an appamismatch between the thematic
and the morphological relationships between therm@dttes. Specifically, | address
cases of transitivity alternations that are, théradly, clear cases of decausativization,
but that look morphologically like cases of caugattion. Such cases constitute 11%
of the instances of decausativization in MH and 3df4he instances in PA (see

5.1.1). Examine the English transitive-intransitalernations ing8) and 69).

(68) a. The soldiers marched.

b. The commander marched the soldiers.

(69) a. The ice melted.

b. The sun melted the ice.

Following Reinhart and Siloni (2005), | assume it transitivity alternations in
(68) and 69) demonstrate two different thematic operatidms &apply in different
directions (se@.2.1). The alternation ir68) is causativization, in which the transitive

verb form is derived from the intransitive one tha& addition of a thematic role. The
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alternation in §9) is labeled decausativization: the intransifowen is derived from its
transitive alternate by the reduction of a themaitle. The two operations differ from
each other with regard to both their domain of mapilon - namely the set of verbs to
which they can apply - and the type of manipulagaecuted on the theta grid of the
input.

Most thematic operations in MH and PA have somepimalogical manifestation.
Since all operations, by definition, crucially inve the directionality of derivation,
one would expect the derived form, and not the as®m, to be morphologically
marked. The causative verb is expected to be markexdusativization, while the
intransitive verb is expected to be marked in dsatvization. However, there are
cases of decausativization where the morphologiekitionship between the two
alternates does not correspond to their themdtat@aship in this way.

In order to account for this, it is important tea# the distinction between the two
facets of these derivational operations: the thentarivation and the morphological
formation. The thematic derivation is related te dnganization of items in the mental
lexicon, independently from their morphology. Such derivation involves
manipulation of the thematic girds of verbs by addireducing or modifying thematic
roles. Morphological formation involves formatiori one word based on another
word, applying different morphological processeke liaffixation, compounding,
ablaut, clipping, and many others. The two processmially intertwine: when one
concept is derived from another, the morphologim@chanism marks the derived
concept. However, there are also different patt@mmorphological behavior. The
case of MH decausativization provides an excelade study for examining the
morpho-thematic phenomena involved in valence cingng

The morphology of causativization is relatively gictable in MH, as well as
cross-linguistically, as already noted in 5.1.2. M&lusative verbs are usually formed
in the hiCCiC binyan. For instance, take the MH version of tmglish example of

causativization in{0): caZad ‘march’ (70a) is a base form i@aCaC and the verb
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hicAd ‘make march’ is derived by adding an agent thetnaile and is formed in
hiCCiC (70b).

(70) a. dan czad
‘Dan marched’

b. ha-mefaked hitd et dan

‘The commander made Dan march’

The morphology of decausativization is less pradig than that of
causativization, as shown $1.1. There are cases of complex-to-simplex faonat
in which the basic transitive entry is formed inmerphologically marked binyan
(hiCCiC), while its decausative alternate is formed inuamarked binyanGaCaQ.
Examine the transitive-decausative alternationd1) and 72).

(71) a. ha-eS ximema et dan
‘The fire warmed Dan’
b. dan hitxamem

‘Dan warmed up’

(72) a. ha-kor hikpi et dan
‘The cold froze Dan’

b. dan kafa
‘Dan froze’

Both the transitive verbximem(71a) andhikpi (a), are the basic entries whose
thematic grids contain a cause. Their derived d&atate counterparts argtxamem
andkafarespectively, which are derived by reduction @& tause role. Thematically,
the relationship between the two members of eacin igaidentical, but the
morphological relationships between pair memberfferdi across pairs. The
morphology of theximem-hitxamemderivation matches the relevant thematic
derivation: hitxamem the derived form, is morphologically marked aslsiy the
prefix /it-/ of hitCaCeC The morphology of théikpi-kafa derivation, on the other

hand, resembles the morphology of causativizatienn thecaZad-hicAd pair in (70).
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Still, given the thematic properties of the paradighe hikpi-kafais clearly not an
instance of causativization.

This morphological formation pattern stands in pheontrast to the direction of
thematic derivation in the operation of decausa#tion. The thematic information
encoded for each verb in such pairs tells us thatrtransitive verb is a decausative
derived from its transitive counterpart, but therptmlogical relationship between the
two suggests that the transitive verb is the ddrifggm. In other words, there is a
clear mismatch between the thematic derivation #ed morphological formation.
What seems thematically to be derived in one doacteems morphologically to be
formed in the opposite direction. | label this datf‘morpho-thematic mismatch’.
Why does the mismatch emerge and how can it beuated for?

| begin by accounting for this mismatch in MH. Aemtioned above only 11% of
the cases of decausativization show a morpho-themaismatch. Moreover, this
mismatched pattern is not productive, as is evifi@m the formation of new verbs
based on existing MH words or loan words (€dapter 4). The thematic operation of
causativization is not productive at all, in thense that hardly any new causative
verbs enter the language. However, transitive verntistheir decausative counterparts
enter the language constantly. The selection oingab for their formation clearly
corresponds to their thematic status. Transitivevare formed almost exclusively in
CiCeCor hiCCiC, while decausative verbs, as well as other vdrasdre derived by
valence changing, are formed hitCaCeC Thus new intransitive verbs with the
semantics of decausatives are marked by the magical mechanism as derived
entries rather than basic ones. Binyan paradigras dio not exhibit simplex-to-
complex formations (with an internal hierarchy beén them) are a closed set and do
not occur in new verb forms. In other words, therpho-thematic mismatch in MH
does not constitute a major part of the paradigmegiationships in the language.
Nonetheless, it is still a puzzling behavior tHabd@d be accounted for.

In order to resolve this apparent conflict betweearphological and thematic

relationships, | make use of the notion known a&zdn lexical entry, as well as
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historical information about the formation of Helsreerbs. In the next section | begin
by presenting the notion of frozen entry and usetogether with diachronic

information to resolve the morpho-thematic mismatch

5.3.2. The Notion of Frozen Lexical Entries

When attempting to reach generalizations about Womshation patterns, one often
encounters the phenomenon of sporadic derivatiagegds: cases in which a
derivational rule predicts the existence of a wardich does not actually exist,
apparently for no particular reason. Any model tassumes word formation rules
should address the fact that some of the poteatigduts of these rules are absent
from the vocabulary. In order to account for thirepomenon, Halle (1973) suggests
that cases of ‘accidental gaps’ in the list of attwords in a given language (e.g.
English arrival vs. *arrivation) occur when outputs of lexical rules are arbityari
marked as [-lexical insertion], which results irithexclusion from the list of actual
words. Jackendoff (1975) suggests that such gapsamrepresented independently in
the mental lexicon like actual words; instead, theg subparts of the lexical entries
from which they are derived. A non-existant wokelfretribute, for example, would
be listed in the mental lexicon as a subpart of ldsacal entry for the word
retribution. Since there is no independent lexical entrgtribute does not exist as an
actual word.

Reinhart (2002) and Horvath and Siloni (2008) dmtish 'the mental lexicon'
from 'the actual vocabulary' of a particular langgiéthe latter being the sum of words
in a given language) and argue for the existendmaén lexical entries, forms that do
not exist in the actual vocabulary of a language hre assumed to have a
representation in the mental lexicon. Frozen estaie missing from the articulatory
module of language but they are assumed to be paraily represented in the mental
lexicon. The frozen entry, which is not accessifile syntactic derivations, can
nonetheless serve as input for lexical operatitins. crucial to distinguish between

the terms 'lexical gap' and 'frozen entry'. Thenfer is a more general term to refer to
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words that are conceptually possible but do nadteas part of the actual vocabulary in
a language. The latter refers to a specific kindeafcal gap that is relevant to the
direction of the derivation. In the case of a frozantry, the input is missing but the
output—the derived form - exists as an actual wdéradlon (to appear) provides
experimental psycholinguistic evidence for the ps}agical reality of frozen entries.

She claims that, given the common assumption keakeixical component of language
interfaces with the conceptual system (Fodor 1®iker 1994, Sperber and Wilson
1997, among others), it is reasonable to assumtelakigal encoding will have an

effect on the perception of the matching conceptllén shows that frozen transitive
alternates of existing decausatives have psychmdbgeality. The results of her study
show that the concept of frozen lexical entried thek a corresponding vocabulary

item is not an ad hoc, unfalsifiable theoreticall to

5.3.3. Morphological Filling of Frozen Entries
The notion of frozen lexical entries is relevant gaps within the transitive-
decausative alternation and other valence-chanigéioreships. There are cases in
which the transitive counterpart of a decausatedvs missing in one language but
exists in another (or in earlier stages of the skanguage). Examine, for example, the
decausative verkall in MH (73a) and English7da). It has a transitive alternate in
MH, hipil ‘make fall’, (73b) but not in English74b).
(73) a. ha-agartal nafal

‘The vase fell’

b. ha-ruax hipila et ha-agartal

‘The wind caused the vase to fall’

(74) a. The vase fell

b. *The wind fell the vase

The lack of a transitive alternate for the véall in English is an example of a
sporadic gap. Gaps cannot be accounted for serabyticsince they occur

idiosyncratically in some languages but not othd&isere is also no phonological
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explanation that would exclude the occurrence oframsitive fall. Given the
assumption that decausative verbs are derived thwim transitive alternates, it is
important to address the idiosyncratic absenceoofiesinputs. An approach that
assumes frozen lexical entries views these missipgts as present in the mental
lexicon but marked as restricted from the actuaabailary. This approach is similar
to that of Halle (1973) and Jackendoff (1975), vaten provide hidden representation
accounts for derivational gaps. Since the missiagsitive verbs exist in the mental
lexicon as frozen entries, they are available toveseas inputs for the thematic
derivation of decausative verbs even though they raot present in the actual
vocabulary.

There are also frozen inputs for decausative vertddH: decausative verbs that
are formed in a given binyan without a transitilteraate in another binyan. Compare
the two decausative verligtrages ‘become excited’ {5a) andhistanek ‘become
strangulated’ 76a), both formed ihitCaCeC While hitrageShas a transitive alternate
in CiCe( riges ‘make X excited’ {5a), from whichhitrageSis derived,hiStanek
(76a) has no transitive alternate that surfacem astmal word, e.g.8inek(76b). The
verb hiStanekcan be taken to be derived from a frozen lexigahye (lacking a
morphological shape but able to feed decausativizptthat denotes ‘make X
strangulated'.

(75) a. dan hitrages
‘Dan became excited’
b. ha-Sir riges et dan

‘The song made Dan excited’

(76) a. dan hiStanek
‘Dan became strangulated’

b. *ha-Sir Sinek/hiSnik et dan
‘The song made Dan strangulated’

Frozen lexical entries of decausative verbs sonsstirdefrost’ and surface as

actual words. In languages like MH, these 'defaisterbs are formed in one of the
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existing binyanim like any new verb entering thegaage (Berman 1978, Bolozky
1978, Schwarzwald 1981, 2001a, Bat-El 1994, amotigers). In certain cases,
historical data tell us that at some point in @ueguage's history a particular transitive
verb did not exist but its decausative counterpait The decausative vett Zalef
‘faint’, for example, is formed imitCaCeG which is typical for decausative verbs.
Diachronic examination reveals that, until recentlgis verb had no transitive
alternate ‘make X faint’. On the frozen entry apgmio, such a verb will have been
stored in the mental lexicon but frozen. In recgears, the vocabulary entry has
surfaced, and the actual verb is formedic€eC (ilef ‘make X faint’). | refer to such
an occurrence as an instance of gap-filling viadb&osting of a lexical entry: the
morphological mechanism fills a gap by providinffaen entry with an actual form.
How is this process executed? Put it differentlyyvhs the morphological shape of a
‘defrosted’ lexical entry determined? | proposet tfhe process takes place according

to the following guidelines?(7).

(77) Morphological Filling of Frozen Lexical EntséMOFFLE)

a. Frozen lexical entries can defrost and receive ption and
morphological representations.

b. Determining the shape of defrosting entries tak#s iaccount two
criteria:
(i) the typical thematic status of the morphologicaldidates

(i) frequency of paradigmatic relations between forms

The MOFFLE guidelines state that when the morphodgcomponent fills slots
via defrosting, two criteria are taken into considien. The first criterion is the
thematic status of the binyanim, which determindsctv binyan can host the new
entry. The binyan selected has to be one that lyshiasts basic entries in the lexicon
and not derived ones. As noteddri, CiCeC andhiCCiC tend to be used for basic
entries (anchiCCiC for causativization), whil&@itCaCeCandniCCaCtypically host

derived entries that result from a reduction ingipetactic valenceCaCaCis the only
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binyan that is used equally for both basic andwveerientries. In cases where a
decausative verb has a frozen transitive counteriber two candidates for filling the
entry areCiCeC andhiCCiC (not niCCaC or CaCaQ.* The two candidates for the
transitive alternate of the decausative Veiti#alef ‘faint’, for example, would bdef
(CiCeQ and hetelif (hiCCiC). How does the morphological mechanism choose
between these two options? The second relevanrfattdetermining how frozen
entries are filled is the typical relationship beem the binyanim involved.
Specifically, which pairs of binyanim are typicabrf the relevant thematic
relationship? For example, when a transitive verformed inCiCe(C its decausative
alternate is almost exclusively formed mitCaCeG and hardly ever imiCCaC
Transitive verbs imiCCiC have decausative alternates bothit€aCeCandniCCaC
without any criterion that can accurately predidtiat binyan will be selected in a
given case. Th€iCeCGhitCaCeCparadigm is much more common and stable than
hiCCiC-hitCaCeC so the most suitable candidate for the transititernate of a
hitCaCeCdecausative verb would be @iCeC not inhiCCiC. As a resultjlef ‘make
X faint’ is formed as the transitive alternatehith 7alef ‘faint’. As | show in 5.5, when
the decausative verb is formed@aCagC its defrosted transitive counterpart is formed
in hiCCiC and not inCiCeC because th€aCaC-hiCCiCparadigm is more common
thanCaCaC-CiCeC Note that, according to the theoretical framewaskumed here,
both the basic and the derived entry are stordfiariexicon with their full morpho-
phonological representation.

So far | have argued that frozen lexical entrigs farface in the actual vocabulary
through morphological filling. | have proposed d o€ guidelines (MOFFLE) that
predict how this mechanism works and state thergiton which it relies. The next

sub-section shows how this account resolves motiplimatic mismatches.

 CaCaCis less appropriate as a candidate because hastrboth basic and derived entries, making
it less typical for transitive verbs in comparigorCiCeCandhiCCiC.
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5.3.4. Resolving the Morpho-thematic Mismatch

How are the MOFFLE guidelines relevant to the goasof directionality discussed
in this study? | argue that apparent mismatchewdmt thematic derivation and
morphological formation can be accounted for bagedhe historical relationship
between the alternates. Specifically, to resohahaapparent mismatches | rely on the
existence of frozen inputs. | resume discussiorthef alternates in7Q) and 72),
repeated here agg) and 79).

(78) a. dan czad
‘Dan marched’

b. ha-mefaked hid et dan
‘The commander made Dan march’

(79) a. ha-kor hikpi et dan
‘The cold froze Dan’

b. dan kafa
‘Dan froze’

The alternation in748) is a clear case of causativization. The fad (a) is a
basic lexical entry whose thematic grid contains agent. It is an appropriate
candidate for causativization, and it indeed unoesghe operation: an agent is added
to its thematic grid, yieldingicAd ‘make X march’ {878b).

The alternation is79) is a case of decausativization, where the itre@sverb
hikpi (79a) is a basic entry whose thematic grid contaimaugse and a theme. The
participant in the event that causes the freezag lwe either animate or inanimate.
The verb hikpi undergoes decausativization, in which its caude ® reduced,
deriving the intransitive verkafa (79b). Althoughkafais thematically derived from
hikpi, it seems thalikpi is morphologically formed on the basiskaffa If hikpi is a
basic entry, why would the morphological mechaniemm its decausative counterpart
in CaCaC by deleting its prefix? This stands in sharp cadittion to the
morphological processes that generally apply in &id many other languages, where

a morphologically marked from, i.e. one with aniafis formed on the basis of an
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affix-less form*> Examples of decausativization and causativizafiaradigms and
their representations in the mental lexicon arsgmeed in §0), where 80c) involves

a morpho-thematic mismatch.

(80) Lexical paradigms

Decausativization paradigms: Causativization paradigms
a. Ximem —  hitxamem d. c®ad — hic?id
b. haras — neheras e. xatam — hextim
c. hikpi — kafa

To solve this puzzle, | argue that, in the casthefapparent mismatch, the derived
form existed first and the basic one was morphcklty filled later on. Specifically,
the decausative verkafa entered the language first, formed@aCaC and had no
actual transitive counterpart. The transitive ceuypart existed in the mental lexicon

only as a frozen entry, as i8X).

(81) Decusativization paradigms - stage |

ximem —  hitxamem

haras — neheras

conceptof | — kafa
‘freeze-trans.’

The selection o€aCaCfor a decausative rather thai€CCaC (nikpa) or hitCaCeC
(hitkapsg is indeed accidental, but it is also not surpgsisinceCaCaCcan host both
basic and derived entries. The apparent mismatthelea thematic derivation and
morphological formation is accidental and surpgsimssuming that the relevant
operation that applies here is decausativizatiat vBhich type of accident is it? If we
assume thakafa was formed first inCaCaC and thenhikpi was filled in using

hiCCiC, there is only one accident involved: the selectbCaCaCfor a decausative

% See Raffelsiefen (1992), Nir (1993), Ravid (1988) Schwarzwald (2003, 2010) for the discussion
of back formation.
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verb. The selection dfiCCiC for filling the transitive entry is, however, pcipled: it

is motivated by consistent word formation rules, edgborated in the MOFFLE
guidelines. When the transitive alternate kaffa is defrosted, the morphological
mechanism must select a binyan for it as it doesefery verb that enters the
language. According to the MOFFLE guidelin@g); this mechanism has to select a
binyan based on existing paradigms of transitiveairsitive alternations and based on
the thematic status of the binyanim. As shown 82)(below, the two possible
candidates for the formation of the transitive vérbeze’ arehikpi in hiCCiC and
*kipe in CiCeC as both binyanim are used for basic entries. Hxag the
paradigmatic relationships between other existiogng reveals that theiCCiC-
CaCaC paradigm is much more frequent than tB&CeGCaCaC paradigm in
transitivity alternations. Although the former pdigm is more typical for
causativizationhiCCiC, and notCiCeC,is the ‘usual mate’ o€aCaCin derivational
relations in general. The morphological mechanisikes this into account when
selecting a binyan. The transitive counterpartkafa is therefore morphologically

filled via formation inhiCCiC.

(82) Candidates for filling the frozen transitidéeanate ofkafa‘freeze’

Binyan Verb Relevant Criteria
hitCaCeC *hitkape | Both binyanim are atypical for the formation of isas
niCCaC *nikpa | entries
CiCeC *kipe The CaCaGhiCCiC paradigm is
more common and stable than @@CaCGCiCeC
paradigm

As show in 83), the frozen basic entry that demotes ‘freeaedy defrosts and is

morphologically formed based on its derived coyrder‘freeze’.
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(83) Decusativization paradigms - stage Il

ximem —  hitxamem
haras —  neheras
| hikpi | —  kafa

| argue that morphological accidents are more Yikel occur in the formation of
the earlier form than in the formation of a derivadry, since the derivation of words
in the lexicon is predictable to some extent antildts certain patterns. There is
greater idiosyncrasy in the selection of templétesdasic entries. In the case of the
transitive-decausative relation, the selection bingan for the transitive basic entry is
always accidental to some extent: it can be formme@iCeC hiCCiC, or even in
CaCaCfor no apparent reason. On the other hand, thgabiselection for its derived
decausative counterpart is much more predictablés determined based on the
binyan of the basic entry.

Going back to théikpi-kafaparadigm, if we assumed thatfawas formed on the
basis ofhikpi, we would have to conclude that two accidents tplake in the word
formation. The first accident is the selectionh@€CiC instead ofCiCeC or CaCaC
for the basic entry. The second accident, whidlarnsnore surprising, is the choice of
CaCaCfor an entry derived from hiCCiC verb Thus, accidental word formation
would occur both in the formation of the base amel derived verb. The proposed
analysis suggests that only one accident took place

A diachronic examination of the occurrence of MHbgeprovides strong support
for this explanation, namely, that the derived fagristed first and the basic one was
morphologically filled later on. A search in Avenye (1997) Sapphire dictionary
reveals 44 cases of decausativization in whichetiean apparent mismatch between
thematic and morphological relationships. Thesecases where the transitive verb is
formed inhiCCiC while its decausative counterpart is formedCaCaC In 10 out of

44 such pairs, the decausative verbCmCaCis known to have existed before its
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hiCCiC transitive counterpart. There is only one instanoghich ahiCCiC form pre-
dated aCaCaCform. In all of the remaining 33 pairs of verbs¢luding kafa and
hikpi, both verbs in each pair are dated from the saeneg | assume that even in
these case€aCaCprecedechiCCiC and the latter was formed based@aCaC The
fact that there is historical information about @fhform existed first even with regard
to some of the verbs supports the claim about nabggical filling. In addition, there
are some decausative verbsGaCaC that do not have transitive alternates in any
binyan. An alternate that is absent in this wagdsumed to be a frozen entry in the
Frozen entries can be filled by the morphologic&chanism and receive phonetic
content. Indeed, when such transitive entries deftbey are formed ihiCCiC based
on the MOFFLE guidelines.

Examine also the group of semantically similar garb@4).

(84) Verbs denoting death

Binyan Verb
CaCaC met ‘die’
Savak ‘pass away’
gava ‘die’
hitCaCeC hitpager ‘drop dead’
niCCaC nispa ‘get killed (tragically)’
neherag ‘get killed’

All verbs in 84) are decaustives and have similar semanti¢egeisense that they
all denote death. They are formed in three diffebémyanim, and the selection of one
binyan over another in each case is accidentaletietess, none of them is formed in
CiCeCor hiCCiC, whichare typical for basic entries in the lexicon. Savhéhe verbs
in (84) have transitive alternates that denote ‘kidl:g( harag ‘kill’, the transitive
alternate oheherag'get killed’), while others have no transitive exthates. The verb
Savak‘pass away’, for example, is used mainly in th@ressionSavak xayim85a)
that also denotes ‘pass away’ and has no transtteenate. A search reveals that the
transitive alternate of this verb in the same esgimn has been used to denote ‘cause

to pass away'. The speaker who used this verldféldrozen entry by forming the
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transitive alternate ihiCCiC, yielding the verthiSbikin the expressiohiSbik xayim
(85b). Although there is only one instance of thipression, the selection of binyan is
not accidental. This morphological filling is alperformed based on the MOFFLE
guidelines:hiCCiC is the optimal candidate for a transitive alteenatCaCaCdue to
the relatively high frequency of t@aCaChiCCiC paradigm.

(85) a. mifleget ha-avodgavkaxayim

‘The labor party defuncted’
(http://www.ynet.co.il/articles/0,7340,L-3622316,60nl)

b. ehud barakiSbik xayim et mifleget ha-avoda

‘Ehud Barak made the labor party defunct’
(http://www.nrg.co.il/lonline/41/1/MS1/965/130.html

Thematically derived verbs that ‘misbehave’, ilattare formed in a binyan that
is atypical of their thematic status, are also eegoto morphological variation to a
greater extent (se&2.5. and3.2.6). Many of them are formed in other ‘approia

binyanim that usually are used for derived ent{@&.

(86) Morphological variation of derived entrfés

gavar ~ hitgaber ‘increase’

yavas ~ hityabeS ‘become dry’

kafa ~ hitkape  ‘become frozen’
samax ~ histameax ‘be(come) happy’
paxad ~ hitpaxed ‘be(come) frightened’

The examples in8(7)-@B89) below demonstrate cases of near minimal teptdt
sentences in which the verb kafa ‘freeze’ is atmoned in other binyanimiCCaC

(nikpa) andhitCaCeC(hitkapg.

(87) enli hesber lameafati bimkomi lamrot Se-yaxolti licpot ma yikre .
‘I have no explanation to why | froze in my pladthaugh | could anticipate

what would happen’

(http://www.blogs.bananot.co.il/showPost.php?iterilD297blogID=18}

%6 Some of the instances in (86) are part of thedagg, while others are isolated uses, but all @ifith
illustrate the same pattern of change.
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(88) neta gam Salxa leevri mabat meruSa ve-kokgeti bimkomi.

‘Neta also gave me a wicked and angry look. | friozeny place’

(http://israblog.nanal0.co.il/blogread.asp?blogEP&blogcode=1420443

(89) hayom ba-boker ba li livdok et macav harSaimetatar ha-oniversita, ve-ma
macati?!?hitkapeti bimkomi, nikrati be-toxi...
‘this morning | had a chance to check up on mystegiion at the university

website, and what did | find out?!?! | froze in iphace, | was torn...’

(http://forum.bgu.co.il/index.php?s=30170d9c1354 Bt 32706c79ff2f&andshowtopic=11721st=480p
=1036226#entry1036226

Although the verbs in88)-(89) are very rare and are technically considered
ungrammatical, the fact that they occur only whem@aCaC form is a decaustive
verb indicates that such variation is not randorh rather stems from the thematic
status of verbs likekafa that are stored as derived entries. This providether
evidence for the claim that they are indeed staneétie lexicon as derived entries and
that apparent complex-to-simplex derivations areidental: the morphological
component is sensitive to this distinction and $iseich ‘accidents’ by changing their
binyan accordingly. The decausatiZaCaCverbs in 86) change inthitCaCeCin
order to be morphologically marked as derived verbse selection ofCaCaC
decausative verbs that undergo a morphological ggnés arbitrary, but the fact that
the morphological mechanism changes thematicallivele verbs intchitCaCeCand
hardly ever does so to basic entries shows thaimtwhological mechanism also
operates consistently.

Evidence based on morphological variation also ©meom hiCCiC
homophonous verbs that have decausative and tv@nsieanings, respectively. The
verb heZedim for example, derived from the adjectiaglom ‘red’, denotes both
making something/someone red and becoming redBeesr 1991).hiCCiC is used
for the formation of intransitive verbs mainly farerbs that are derived from
adjectives (Rosén 1956). The formation of intramsitverbs inhiCCiC is not

productive for existing forms or new verbs, ani iconsidered irregular. A dictionary
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search reveals that out of 6BHCCiC verbs only 52 (8.47%) are intransitive, and that
out of these 52, 34 (5.54%) also have a transitieaning. Only 18 (2.93%)ICCiC
verbs are exclusively intransitive. Some of th€CIC intransitive verbs change to
hitCaCeCin order to be marked as derived forms, bifadem ashitCaCeCis more
typical for such verbs90). Note that the change inhitCaCeCnever occurs for the
transitive homophone. This is becat$€CiC is typical for the formation of transitive
verbs and there is no motivation for a change. Tieat chapter will discuss
morphological variation and provide further evidenthat the morphological

mechanism distinguishes between base and deritadsn

(90) MarkinghiCCiC verbs as intransitive initCaCeC

he?edim ~ hit?adem ‘become red’
hilbin ~ hitlaben  ‘become white’
hexvir ~ hitxaver ‘become pale’
hikriax ~ hitkareax ‘become bald’

The verbal morphology of Palestinian Arabic progidarther support for the
directionality of derivation. PA has a distinct fgah of causativization, whef@aCaC
is used for basic entrie9)a) andCaCCaGC which is formed by geminatio®1b), is
used for the formation of their causative alteragtee more examples i59). As in
MH, the morphological formation reflects the diieatof thematic derivation.

(91) a. il-awla:d ragés
‘The children danced’

b. il-mutallem raqqasil-awla:d

‘The teacher danced the children’

PA decausativization exhibits three main paradigfngerb formation, as shown

in (56), repeated iMR).
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(92) PA decausativization

Basic entry | Derived decausative

a. CaCaC-inCaCacC derivation

kasar ‘break’ inkasar ‘become broken’
haraq ‘burn’ inharaq ‘get burnt’

b. CaCCaC-tCaCCaC derivation

sakkar  ‘close’ tsakkar ‘become closed’

wajjal ‘cause pain’ | twajjal  ‘suffer pain’
c. CaCCaC-CaCacC derivation

waqad ‘drop’ wiges ‘fall’
saxxan ‘warm X' saxan ‘warm up’
gawwa ‘make strong’ | qiwi ‘become strong’

Two of these paradigms are morphologically ‘appiadpt with regard to the direction
of derivation. When the basic transitive verb ignfed in CaCaGC its derived
decausative is formed inCaCaC(92a), and when the basic entry isGaCCagC the
decausative verb is formed i€aCCaC(92b). In both cases, morphology indicates
that the intransitive verb is formed on the basighe transitive one by agglutinating a
prefix. As noted earlier, these two paradigms darst 66% of the cases of
decausativization. However, the third paradid@fc] demonstrates a morphological
mismatch, where the transitive verb is forme€aCCaCwhile the intransitive one is
formed in CaCaC Like the MH CaCaGhiCCiC relationship, the morphological
relationships in 42c) apparently suggest that the transitive verbeisvdd from the
intransitive one. However, the thematic relatiopstietween the verbs in the
alternation, when compared to the relationship betwverbs in causativization in
(91), shows that the relationship between the venbs (92c) is one of
decausativization. As in my analysis of MH, | assuthat in cases likedgc), the
decausative verbs entered the language first angl fmemed inCaCagQ as this binyan
hosts both basic and derived entries. The decaesagrbs would have had no
transitive alternate and been derived from a froeetry. Only later on would the
transitive entry have surfaced and been morphadgidilled. According to the
MOFFLE guidelines {7), the most appropriate candidate for the foromabf the

transitive alternates d@aCaCdecausative verbs SaCCaGC based on the frequency
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of CaCaGCaCCaCparadigmstCaCCaCwould not be appropriate, as it tends to host
mostly derived entries and as CaCaC-tCaCCaC paradigre quite rare in the
language. The frequency of other binyanim |&€CaC andiCtaCaC is very low
(Rosenhouse 2002), maki@aCCaCthe optimal candidate for the morphological
filling of the transitive alternates &aCaCverbs?*’ As shown for MH, morphological
variation provides further evidence th&aCaC decausative verbs are indeed
derived—and not basic—entries. Some such verbsgeharnotCaCCaC which is
typical of verbs that result from valence reductitke MH hitCaCeC The verb
gawwa ‘make strong’ 92c), has decausative counterpartsGaCacC (giwi) and in
tCaCCacC (tgawwg, where both verbs denote ‘become strong’. Hem@nad argue
that such change of binyan occurs in order to asaigismatch between thematic and
morphological relationships.

Section5.3 accounted for apparent morpho-thematic misneatch transitivity
alternations and decausativization. It addressed dbnnection between thematic
derivation and morphological word formation, focugion cases where thematic
relationships indicate one direction of derivatiohile the morphology does not
match this direction. | argued that there is nd ceatradiction in such cases and that
the apparent mismatch can be resolved by assurhegxistence of frozen lexical
entries that serve as input for lexical thematierafions. | argued that frozen entries
can defrost via a mechanism of morphological fglithat operates according to the
proposed MOFFLE guidelinegY), taking into account the thematic status of MH
binyanim and their paradigmatic relationships widispect to valence changing. |
argued that when a transitive verb seems to haea Hberived from its decausative
alternate, it was in fact stored in the lexicoradsasic entry. The decausative alternate
entered the language first, derived from a frozanditive verb entry, and was formed

in one of the binyanim. The transitive alternateeegd the language later on via filling

*" There is currently no diachric data with regardhe time PA verbs entered the language. | assume
it is similar to the case of MH, where partial datasts, but | leave it for future research.
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of the frozen lexical entry, resulting in an acti@m. Diachronic evidence suggests
some support to this claim as well.

While the proposed analysis is discussed in thidystor the transitive-decausative
alternation, it can be expanded to other valeneegimg operations like
reflexivization and reciprocalization or to any esswhere there is a mismatch
between morphological and thematic relationshipghSnismatches are found within
lexical thematic operations but not within syntaaines. Syntactic derivations tend to
manifest a relatively steady morphology, where dhiection of derivation correlates
with word formation. This lends support to the &xe of morphology as an
independent component of the grammar that intessparately with the lexicon and
with the syntax. The morphology that applies inl#econ is rather systematic on the
one hand and exhibits some common patterns of Weordation, while on the other
hand it allows a certain extent of irregularity amtlosyncrasy. In contrast, the
morphology that applies in the syntax is much miamsparent, predictable, and
systematic. The proposed analysis also supportsdtien of the mental lexicon as an
active component of the grammar that participatgl n thematic derivation and in
morphological formation. It also supports a view tbk lexicon as a system of

paradigms of words that are related both themdgieald morphologically.

5.4. Summary
Chapter 5 examined the morpho-thematic relatiorssbfgdMH and PA binyanim with
respect to lexical operations. The current pictfrthe mental lexicon that this chapter
leaves us with is as follows. The lexicon consadtparadigms of binyanim that are
typical of the different thematic operations. Eageration has one or more paradigms
that are typical for its morphological manifestatidout these paradigms are not
exception free.

The selection of binyan for verbs that are the outg thematic operations is to

some extent predictable but also shows idiosynesaaind lexical gaps. Furthermore,
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there are language-specific morpho-phonological stamts that motivate the
selection of one binyan over another.

The direction of derivation in lexical operationsntls to be supported by
morphology. Most verbs that are thematically detivare also morphologically
marked. However, | have also examined cases ofrappanorpho-thematic mismatch.
Such cases are resolved by assuming the existdénitezen lexical entries. | have
argued that verbs that are morphologically markeddarived from their derived
counterparts actually started as frozen lexicariemtand later on defrosted and

received morphological manifestations.
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Chapter 6. Morphological Variation and Change

This chapter examines the factors determining nuggcal variation in the verbal

systems of MH. Morphological variation is definedré as a case in which two (or
more) verbs that share the same basic meaningadintvalence, and stem
consonants are constructed in two different binya{Moreshet 1976, Laks 2010).
This is demonstrated in the examplesd8)(

(93) a. ani zoxer erirtavti ba-geSem haze

‘I remember how | got wet in this rain’
(http://www.cannabis-videos.com/watchthis/[FOWW!IsBE3the-sky-is-crying-for-yitzhak-
rabin.htm)

b. siyamti hayom be-SaloS ve-axar-Kattatavti ba-geSem

‘| finished today at three and then | got wet ie thin’
(http://157 .tapuz.co.il/blog/ViewEntry.asp?EntryRB1554andr=)L

Sentences 93a) and 93b) consist of the verb-formsirtavti and hitratavti
respectively. Both mean ‘get wet’ in the past fipstrson singular and both share the
stem consonantst-v. What we have here, then, are two verbs witlrsttree meaning
and shared stem consonants, appearing in two distnbal configurations.

Why does such variation occur in a language? Thépter addresses such pairs
(and sometimes triplets) of verbs that are use@rchingeably by speakers.
Underlying the study is the assumption that morpgickl variation derives from a
change that takes place in the verbal system, thatla given verb acquires a different
form. | argue that this change is as a result ef ithteraction between morpho-
phonological and thematic-syntactic factors. Thespnt study examines these factors,
arguing that their interaction is unique to the pha-phonology that applies in the
lexicon, and not in the syntax. The existence ofphological variation undermines a
deterministic account of tHanyansystem, which would predict few or no gaps in the
system (Arad 2005). If the role of each binyan wengue, fixed, and determined,
there would be no reason for the same stem consom@arcreate two synonymous

verbs in different binyanim. The analysis of vadatdiscussed here provides further
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support for the relatively low predictability ofdhmorphology of verbs formed in the
lexicon, sincebinyanchange is hardly if ever attested in the syntax.

This chapter is organized as follows. Sectoh discusses the notion of linguistic
variation, specifically morphological variation arnde type of information that it
provides about speakers’ knowledge. This sectiotineltes what | mean by
morphological variation: criteria are specifieddetermine which cases do or do not
constitute morphological variation, and three casfegariation serve as examples to
be given a unified analysis. Sectiér2 outlines four main factors that bring about
morphological variation: two relating to the morpbleonological properties of the
verbs that undergo variation (prosodic and segrhatfiernation) and two that relate
to the thematic status and valence of verbs in léxécon. Section6.3 draws
conclusions in terms of the implications of thedstwith regard to the interaction

between morpho-phonology and the lexiédn.

6.1. Morphological Variation

Linguistic variation is inherent in human languagel is crucial to the study of the
language faculty. The same speaker can use différguistic forms to express the
same meaning, and different speakers of a langoagesxpress the same meaning
using different forms. Linguistic variation is thassituation where multiple forms are
or can be used to express a single meaning. Sgabjifto word formation, variation
is also known as “overabundance” or “polymorphyhese a cell within a paradigm
can be filled by more than one form, (Anttila 199he forms filling the same cell are
labled “doublets” (Kroch 1989, 1994, Taylor 1994;¢vaviva 2008, Embick 2008) or
“cell-mates” (Thornton, to appear). For examphe past form of the English verb
burn can be realized by the doublets (cell-matbajned and burnt Linguistic
variation often results from a change that langsagedergo at some point in time

which, once it occurs, can be maintained withingreanmar.

8 Since there were only a few examples of variaiiorPA, this chapter deals mainly with MH.
However, the examples that were found suggestrttmaphological variation in PA is dictated by
the same factors that | propose for MH. | leavs issue for future research.
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The issue of linguistic variation and change haanba&ddressed by linguists since
the 19" century, following Neogrammarian accounts of soehdnge (Bloomfield
1933, Hinskens et al. 1997). Various studies haso@ated variation and change
with the speaker's competence and considered i@rian inherent part of natural
language (see Wang 1969, Kiparsky 1968, 1988, 1996lersin 1992, Reynolds
1994, Antilla 1997, 2007, Guy 1997, Booij 2002, &ky 2003b, Meir 2006, Wedel
2006, 2009, among many others). Linguistic varratimd change pose a challenging
problem for any linguistic theory that aims to pd® a synchronic analysis of
linguistic knowledge. A change is by definition @dahronic process, and since
intermediate grammars are not final, the statushahge and variation is obscure in a
deterministic model, where there is no room ford@an changes (Adam 2002).
Consequently, the understanding of processes imgleghange has since early on
been viewed as among the goals of generative Bitigsi(see, for example, Halle
1962). The study of linguistic change from a syndic point of view can contribute
to linguistic theory by providing a unique perspeeton the properties involved in a
particular grammatical phenomenon and of the iatations between them (Macken
1992). A synchronically motivated analysis of chamgakes it possible to understand
the current process that the language undergoegpraniies an insight to the factors
that are responsible for it. Moreover, variation speakers’ productions reflects
speaker competence and so can be taken to repteeggrammar (Adam 2002).

Variation has been addressed with regard to paratig relations, where a
canonical paradigm is expected to exhibit uniquenafsrealization, such that for
every stem, each cell in its paradigm must bedille a unique way (Carstairs 1987,
Corbett 2005, 2007a, 2007b). Deviations from cacedmparadigms are represented by
variation, where a cell is filled by two (or morgynonymous forms (see Thornton
2008, to appear).

Variation is also associated with competition feargmaticality and use under
certain approaches. On these views, the grammasrages numerous structures or

words that express the same meaning and includeschanism for selecting one
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winner, and marking the rest as ungrammatical (EknBD08). This means that if one
variant is employed, another is not. This in tieads naturally to the idea that distinct
variants are competing with one another in the gnam(see Weinreich et al. 1968,
Pintzuk 1991, Yang 2002). Nevertheless, in somesasore than one competitor are
selected as grammatical, with these variants inpatition for surface use.

The present analysis considers morphological variah the verbal system of MH
that is the consequence of change, with the godkeofonstrating that such change is
in not random, and so can be expressed within aehwfdthe speaker’s knowledge.

Below, | provide definition of morphological variah and its categories in MH.

6.1.1. Morphological Variation in the Verbal System of MH

Linguistic variation in morphology and other lingtic fields has received a great
deal of attention and has been varyingly definedinguistic research. The present
study focuses on a specific type of morphologiaiation within the verbal system

of MH that is captured by the following definiti¢@4).

(94) Morphological variation in the binyan system
Two verbs (or more) occur in (at least) two differbinyanim, but must share
the same:

a. stem consonants

b. thematic grid

c. denotation

This definition 94) is demonstrated by the two verbgav (niCCaC)andhitratev

(hitCaCeQ in (93) above: Both share the same stem consomanis(94a), their
thematic grid consists of one obligatory thematie rof patient 94b), and they both
denote 'get wet'%¥c) in the sense that the sentences in which thegtiin as
predicates share the same truth conditions andftirerentail each other. As shown in
(95), dan nirtavanddan hitratevare equivalent since they both denote the sama eve

of Dan having got wet.

(95) dan nirtav— dan hitratev ‘Dan got wet’
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Note that each verb can have additional meaningshkere is at least one meaning
shared by both of them. Compare, for example, #rbsniftar and hitpater (96) in
niCCaCandhitCaCeCrespectively, with the shared stem consonpits.*® The verb
niftar alone has the meaning ‘die, pass aw®gal), while hitpater alone has the
meaning of ‘resign (from a job)96b), but the two share the meaning of ‘get rid of’
(96¢) and so are interchangeable in this particcdatext. Such cases of overlapping

in meaning also lie in the scope of variation &isguistic domain.

(96) a. damiftar/*hitpater be-seyva tova
‘Dan passed away at a ripe old age’

b. danhitpater/*niftar ki maca avoda tova yoter
‘Dan resigned because he found a better job’

c. dan sofsohiftar /hitpater me-ha-orxim
‘Dan finally got rid of the guests’

The two verbs may sometimes differ in registerregfiency, but they share the
same meaning and both form part of the vocabuladyraorphological knowledge of
speakers of Hebrew. On the other hand, variata@s ahot refer to cases where one of
the verbs has a unique aspectual meaningrazgrun’ andhitrocec'run around'47).
Both verbs share the same stem consonants andutie thematic grid, butitrocec
has an additional aspectual feature of a repet#tot®mn (Berman and Neeman 1994).
The sentencéan hitrocec'Dan ran around’ entaildan rac‘Dan ran’ ©@7a) but not
vice versa, §7b). In this case, the formation of a verb with same stem consonants

in a different binyan makes a difference with rejgiar their meaning.

(97) a. darhitrocec ba-gina — danrac ba-gina
‘Dan ran around in the garden’ ‘Dan ran in thedga’
b. danrac ba-gina -+ danhitrocec ba-gina
‘Dan ran in the garden’ ‘Dan ran around in tlaedgn’

“ The change from one binyan to another also inwhae stop~fricative alternation (e.g.
niftar~hitpater), which is irrelevant for present purposes.

105



Examples such a®97) do not represent overlapping of meaning an@rsonot
regarded as morphological variation. More generalyg investigation of linguistic
variation raises the question whether language® hawal or full synonymy. The
principle of contrast (Clark 1987, 1993), amongensh states that wherever there is a
difference in form there is a difference in meanisy rejecting the notion of
synonymy. The present study does not pretend ttibate the issue of whether there
is true synonymy or not, but takes synonymy asirengver truth-conditional criteria,
lexical semantics, and pragmatic factors like fesgry and register. As noted,
discussion here is confined to cases where at te@simeaning of the verbal form is

identical to at least one meaning of the other aleidorm.

6.1.2. Categories of Morphological Variation

The analysis includes different cases of morphgkgvariation that can overlap to
some extent, including whether a givbimyan alternation is stable, occasional, or
even erroneous and whether the change is synchawnaiachronic. Instances of
variation in the present study were sub-classibadhe basis of speaker judgments,
and dictionary and online searches into three typ#®re both verbs are active to
speakers@.1.2.1), where one is viewed as a deviant versicamother §.1.2.2), and
cases of diachronic shifts6.(.2.3). Since speaker judgments often vary, these
divisions are not dichotomous but represent genteralencies. For example, some
speakers regard verbs likertav and hitratev ‘get wet’ as coexisting, while others
view hitratev as a deviant form ofirtav. Regardless of the type of variation and
specificbinyanforms that change, all cases of change frombomganto another will
be shown below to stem from the same factors.

6.1.2.1 Both verbs are active in the speakers' morpholddinawledge

The instances of variation presented in this sulmsecover the bulk of the data relied
on in this study: Pairs or triplets of verbs thaeanthe definition of variation provided
in (94), where both or all three verbs are part of rdcal and morphological

knowledge of speakers, and both forms are usecth@rgeably by different speakers
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or even by the same speaker, with no differencéh@rr semantic and syntactic
properties. Judgments of MH speakers reveal tlegt tlew both forms in each pair in

(98) as grammatical.

(98) Morphological variation of verbs

Old form | New form

takaf hitkif ‘attack’
nisgar histager ‘close oneself’
nerexar hiRaxer ‘besmirch’

These examples represent the prototypical typeaohtion, where any speaker
could use either verb to express the same meaminig paradigmatic terms, to realize

the same cell of a paradigm.

6.1.2.2 One verb is an "error" of binyan switching

This case of variation represents a random charfgene binyan to another,
considered as speakers’ unconscious errors ofrpeafice. Consider, for example, the
near-minimal pair of sentences if9). In ©@9a) the correct form of the verdara
‘plant’ is used in its first person singular pastrh zarati in the CaCaCbinyan, while

in (99b) the speaker uses the same stem consonanis l@CIC, yielding hizrati.
Speakers of MH do not viewizrati as an actual word in their language, but as the
result of replacement of the appropriate forncaCacC *°

(99) a. rakzarati et ha-garinim Sel ha-avatiax, ani mexake Se-hdalig

‘I have just planted the seed of the watermel@m Iwaiting for it to grow’

(http://groups.zahav.net.il/lcomm_display topic #usasp?ForumlD=25306andTopiclD=
760487andPagePositionahdThreadPage=2andCommID=14861

b. laxenhizrati harbe me-ha-garinim Sel ha-perot Selanu

‘Therefore | planted many of the seeds of our §uit
(http://forum.kan-naim.co.il/viewtopic.php?f=9anafth)

The same holds for theiCCaC to hitCaCeCchange in 100). Both sentences

(100a) and X100b) express the same meaning, but the recipragal ‘met’ in the

0 This relates only to the meaning of ‘plant’. Thexlvhizria exists in the sense of ‘inseminate’.
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former is inniCCacC (nifgad while in the latter, it is formed ihitCaCeC(hitpages.

However, speakers do not judggpagesas being part of their lexicon, unlikiggas

(100) a. mizman lmifgasnu

‘We haven’'t met for a long time’

(http://www.jugend.co.il/gallery/showphoto.php?piri 44428andtitle=-e0ae-ec-ef-2cee-
e6-ee-efec-e0f0-f4-e2-f9-f0-e5andcat=500

b. mizman Ichitpagasnu

‘We haven’'t met for a long time’
(http://www.Kipa.co.il/community/show.asp?Messagdid52948

In (100), the same speaker uses the same verb in tigoedt binyanim within the
same sentence, using the MH verb ‘push’ three tifike first two occurrences are
different conjugations of the correct form @aCaC (daxa), whereas the third
instancehidxaftiis a conjugation of the incorreatCCiC varianthidxif.

(101) c&akti vedaxafti ota xazara, hilaxafa oti gam,hidxafti ota Suv

‘| yelled and pushed her back, she pushed me tmashed her again’
(http://israblog.nanal0.co.il/blogread.asp?blogZBandblogcode=85947D9

Again, verbs likehidxif are not part of the lexicon of most MH speakerkpw
judge them as ungrammatical.

Although these kinds of forms all represent perfamce errors rather than the
lexical knowledge of (most) speakers, the choicethaf erroneous binyan is not
random but largely predictable. When speakers wswously change the shape of
verbs from one binyan to another, the change isanatrary and is dictated by the

same factors at the focus of this study.

6.1.2.3 Diachronic change

Diachronic change also falls within the domain afrphological variation, referring
to verb forms that are relatively old and no longart of the vocabulary of most
speakers. Some speakers do accept them as pdwt tdnguage, while others view
them as archaic forms that are used in high registé mostly restricted to the written
language. The verldsalaf andkilef, for example, both denote ‘peal’, but the lat&er i

almost exclusive in current use. More such paespaesented inlQ2).
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(102) Diachronic change of binyan

Old form | New form

kavas kibes ‘launder’

yaga hityagea ‘become exhausted’
alav h&eliv ‘insult’

camak hictamek | ‘shrink’

Searches revealed several cases where the old ior(182) are still accessible to
and used by some speakers. The Jabas‘launder’ in CaCaC has been almost
entirely replaced bxibesin CiCeC, yet the excerpts in103) demonstrate a near
minimal pair where both verbs are used in theirspné form with the same

complement.

(103) a. ba-sof hu Sotef at ha-kelim, mesader -ehit@ ba yaSarkoveset ha-

bgadim ve-mamsix be-darko la-dira ha-baa
‘In the end he washes the dishes, tidies up thewdemte he slept, launders

his clothes and moves on to the next apartment’
(http://www.fisheye.co.il/3_iron

b. im ba-yom ha-riSon Sel turnir gadol ani menacaganimexabeset ha-
bgadim, meyabeS otam ve-ole itam lesaxek gam besgmnin

‘If 1 win on the first day of a big match, | laund#he clothes, dry them and

go to play with them on the second day too’
(http://every.one.co.il/view.php?t=77548

Although most verbs in the left column ii102) are not accessible to most
speakers, the fact that they were once an intquadl of the language and have
changed their binyan assignment is critical toaghalysis provided in this study. The
claim made here is that the diachronic morpholdgibange of one binyan to another
is motivated by the same factors as synchronic gaccurs. The analysis proposed
below thus aims to integrate synchronic and diaulkrperspectives on morphological
change and variation.

Note that because binyan change is a dymamic @dbes consists of several
categoroes, it is impossible to provide the exastlper of verbs that change their

binyan. However, examination of the current datggests that there are clear
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tendancies with regard to the direction of charagel can predict which changes are

likely to occur.

6.2. Factors in Morphological Variation

The present analysis addresses two main quesegasding morphological variation.
(&) Why some verb are more likely than others talewgo binyan change (for
example, why doesirtav ‘get wet’ changes intditratev, while hirtiv ‘make wet’
does not change taitev or *ratav?). (b) Whichbinyanimare selected as the newer
forms of verbs that undergo change? (for exampley Wwasnirtav changed into
hitratev in hitCaCeCand not intoCaCag to yield *ratav?). The answer to question
(a) will provide the souce and reason of the chaage that of question (b) the
systematic goal of the change. | will argue tha thange is governed by morpho-
phonological and thematic-syntactic factors anditteraction between them. That is,

binyanchanges can be predicted to a large extent.

6.2.1. Morpho-phonological Factors
Morpho-phonological factors that cause the chaniga binyan are related to the
prosodic structure of the inflectional paradigms mhyanim and to segmental

alternations of the stem consonants across sueldigars.

6.2.1.1 Reducing prosodic alternation
The binyanim niCCaCand CaCaC are considered as the most marked due to the
complex morphology of their inflectional paradigniSchwarzwald 1996, Bat-El
2001). Unlike the three othéinyanim -- CiCeChitCaCeCandhiCCiC -- verbs in
niCCaC and CaCaC do not preserve the same syllabic structure actbeg
inflectional paradigm (se€.3.1)

The hierarchy of prosodic markedness that emergg@sesented in104), where
the most crucial difference in markedness for presmirposes lying between the
prosodically non-alternating binyaningiCeC hitCaCeC and hiCCiC, on the one
hand, and the prosodically alternating binyandaCaCandniCCaC(bolded), on the
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other. The relative level of markedness of eaclydnnwithin these two groups is less

significant in the present context (see detailedarchy in4.3.1).

(104) Hierarchy of markedness

CiCeC, hitCaCeC >> hiCCiC >piCCaC >> CaCaC

How is prosodic markedness relevant to morpholdgieaiation? The proposal
made here is that when verbs change binyan, tieetdin of change is towards a less
marked binyan. The change of a binyan can be m&dCaC andCaCaCto the less
marked binyaninhitCaCeG CiCeCandhiCCiC.*! In other words, the morphological
mechanism, aiming at simplifying the prosodic dimoe of the verbal paradigms,
changes the morphological shape of verbs to bimyahat do not exhibit prosodic
alternation. Reducing such alternation makes thdbalesystem less complex and
renders the relations between verbal forms moraesparent and perceptually
accessible. Note that the binyan change is noy foifedictable. It is unclear, for
example, whynirtav ‘become wet’ changes intatratev, while the decausative verb
nirdam ‘fall asleep’ does not change intditradem However, the outcome of the
change is predictable, since the new binyan is ydwaosodically less marked than
the older one. It can thus be predicted that véshsed inhitCaCeC(e.g. hitkamet
‘get wrinkled’) would not change into a more markadyan likeniCCaC (*nikmaj.
And in fact, the searches conducted for this sty other instances encountered by
the author support the unidirectionality of the rfpa The only cases | found of
change towards a more marked form were in liteeatund in poetry (see Delmetzky-
Fischler 2003, Mor 2003 for illustrations). Thesee a&xcluded from the present
analysis as not representing speaskers’ unconséioowledge and intuitions, but
rather a manipulation of language consciously peréal by writers.

The examples collected in this study reveal thatntiost common case of variation

is betweemiCCaCandhitCaCeC In addition to reducing prosodic alternation, this

L There are also a few cases of a change a@aCto niCCaCand even fronhiCCiC to CiCeC—
as in (104) below, although there is no differebhetween the binyanim in each pair with regard to
prosodiv alternation.
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change is also motivated by a partial morpho-phmgiohl similarity: The two
binyanim share the same vocalic pattern in theréusund infinitive forms, both at the
stem levelCVCVCand at the prefixed vowel level, asyilkahd andyitkahel ‘gather
around’ (Schwarzwald 2008). This morphemic resemtd@anakes the transition from
niCCacCto hitCaCeCmore transparent and natural and thereby more ptivéuhan a
transition to other binyanim, since it avoids pmiscalternation while also changing

the verbs into binyanim that that manifest maxistalctural similarity.

(105) Marked— unmarked binyan change

Old binyan | New binyan Examples
niCCacC hitCaCeC nirkam ~  hitrakem ‘be embroidered’
nigla ~ hitgala  ‘be revealed’
netecav ~  hit?acev ‘become sad’
CaCaC hiCCiC takaf ~  hitkif ‘attack’
ta?an ~  hit?in ‘load’
pasal ~  hifsil ‘disqualify (Trans)’
CaCaC CiCeC nasSak ~ niSek ‘kiss’
CaCaC niCCaC acar ~ fexar ‘stop’
hiCCiC CiCeC hexriv. ~  xerev  ‘ruin’

Additional support for the direction of binyan clganis shown by pairs of verbs

formed in bothCaCaCandhiCCiC (106).

(106) Unification ofCaCaCandhiCCiC

CaCaC hiCCiC

saxar ‘rent’ hiskir ‘let (an apartment)’
SaRal ‘borrow’ his?il ‘lend’

lava ‘borrow (money)’ | hilva ‘lend’

xakar ‘lease’ hixkir ‘lease’

The verbs in each pair inl@6) are semantically related and are all verbs of
transfer. Speakers tend to confuse the two menibeach pair, using a single form to
convey both the meanings. This confusion, howeagenot random, since unification
always takes place ihiCCiC, not in CaCaC- again, in order to avoid prosodic
alternation. In thesaxarandhiskir pair, onlyhiskir has the dictionary sense of ‘let (an

apartment) to somebody’, but the near-minimal mdirsentences in1Q7) clearly
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indicates that botBaxarandhiskir can be used with the patient sense of ‘rent’ (from
somebody). No instances were found whsznearwas used with the agentive sense of
‘let’, and the same applies to the other verbd.06§. This provides further support for
the claim that morphological change in the verbgdtem is unidirectional and
predictable - and, more specifically, directed to¥gathe less prosodically marked
forms.

(107) a. Sanmiskir le-acmo dira ve-halax le-miSteret los-santos lehagis tifseyms

‘There he rented an apartment for himself and werios Santos police to

file registration forms.’
(http://[forum.vgames.co.il/showthread.php?t=1219581

b. husaxar le-acmo dirabe-netanya fmcaut te’'udat zehut mezuyefet

‘He rented an apartment for himself in Netanya waittake 1D
(http://www.news1.co.il/ShowTitles.aspx?FirstName>#%090%D7%A1%D7%A3andLas
tName=%D7%95%D7%A7%D7%A0%D7%99%D7%9oF

The few examples of morphological variation in Pdemonstrate the same
direction of change towards more prosodically mdrkimyan. Specifically, some PA

CaCaCverbs change intGaCCaC or tCaCCaC(108).

(108) PA marked- unmarked binyan change

Old Binyan | New Binyan | Examples

CaCaC CaCCaC azar ~ azzar ‘reprimand’
dahan ~ dahhan ‘coat
s‘ah ~ Sayyah  ‘shout’

CaCaC tCaCCaC saxan ~  tsaxxan ‘become hot’
giwi ~ tgawwa ‘become strong’
xa:f ~ txawwaf ‘be scared’

6.2.1.2 Reducing consonant alternation (weak verbs)

Weak verbs, which usually have one of the consongnts v as a stem consonant,
exhibit segmental alternation in their paradigmsaking them morphologically
defective GSchwarzwald 1977, 1980, 1984, Bat-El 2005a, Sum2@®3) . This
defectiveness stems from historical phonologicalocesses (e.g. diphthong
contraction) that are no longer productive in vembovation in MH and thus do not

constitute an active part of the morpho-phonolddicawledge of speakers. Consider,
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for example, the pair of verdamad ‘study’ andyarak ‘spit’ and their inflectional
paradigms in X09). Both verbs are formed @aCaGC but while lamadis a “regular
verb with the three stem consonami®-d that surface throughout the paradigm,
yarakis a weak verb, since its initial stem consonadbes not surface in the future

and infinitive forms.

(109) CaCacCregular and irregular paradigms

Tense Regular paradigm Irregular paradigm
past lamad yarak

present lomed yorek

future yilmad yirak (*yyrak)
infinitive liimod lirok (*liyrok)

Compare also the pair of verlogsraf ‘be burnt’ andnolad ‘be born’, both in
niCCacC in (110). The verbnisraf demonstrates regularity, since all three stem
consonants surface throughout the inflectional gigm, in contrast taolad , which
exhibits defectiveness since the stem consomasuirfaces only in the future and

infinitive forms {/ivaled‘be born-Fut.’)>?

(110) niCCaCregular and irregular paradigms

Regular paradigm Irregular paradigm
past nisraf nolad
present nisraf nolad
future yisaref yvaled
infinitive lehisaref lehvaled

Weak verbs likeyarak (109) andnolad (110) still exist in Hebrew and their
inflectional paradigms remain intact together witleir defectiveness with regard to
one or more of the stem consonants. However, fel saw verbs enter the language,
indicating that phonological alternations like these no longer an active process in
MH. Such defective paradigms are frozen in the esetst they are stored as

irregularities in the lexicon. Had they been anvacpart of the grammar, we would

2 The occurrence of the vowelin the niCCaC prefix, rather tharn, also stems from a historical
diphthong contraction.
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expect the morphological component of the gramnmarform more such verbs
productively.

Since the morpho-phonology of such weak verbs isamo active part of the
grammar, many such verbs change into regular famasther binyanim. The new
binyan that is selected allows all stem consonémtsurface throughout the entire
paradigm. The selected binyanim diéCaCeCand CiCeC where no phonological
alternations exist as iaCaC and niCCaC This results in paradigm uniformity
(Steriade 1988) in the verbal system, manifestegdvoaways. First, there is no longer
alternation of the stem consonants within the atitmal paradigm of verbs that
change their binyan (se@2.1.1). Second, some binyanim gradually becorss le
productive and so less common in the language. vEnkal system becomes more
uniform in the sense that there are fewer binyanwolved in the formation of verbs:
Increasingly more verbs in the current lexiconfarened in binyanim likeCiCeCand
hitCaCeC while CaCaC and niCCaC verbs gradually disappear. 111(1), all the
“old” verbs in the left column demonstrate defeetiess in at least one form of their
inflectional paradigms, whereas the newer formshmm right column show no such

consonant alternation

(111) Morphological variation of weak verbs

Old form New form

nofas hity@es ‘become desperate’
notac hity@ec ‘consult (with)’
nosaf hitvasef ‘be added’

nofad hity®ed ‘be intended’
nosad hityased ‘be established’
nosan hityasSen ‘age, become outdated’
nefor hit?orer ‘wake up’

yavas hityabes ‘dry (Intrans.)’

ayaf hitayef ‘tire (Intrans)’
yartac yiRec ‘consult (Trans)’
namas hithames ‘melt (Intrans)’

This defectiveness is so opaque that some spedkerst even know how to

conjugate some of these verbs properly. The yaias‘become dry’ consists of the
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stem consonant that is deleted in the future formy{§vas— yivag, similarly to the
verbyarak (109). Out of 12 speakers that were asked to foerfuture form ofyavas

5 said they couldn’t, 3 had to think about it fofeas minutes and hesitantly gave the
correct answer, and only 2 came up with the comastver immediately. This kind of
variation obviously correlates with various otheage-based factors such as register,
literacy, and frequency — variables that are ni@vant to this study. Nonetheless, the
fact of speakers’ hesitation and their inabilityctmnjugate such verbs indicates that the
rules underlying these defective paradigms do moistitute an active part of the
grammatical knowledge. As a result, speakers chauage verbs into binyanim where
the stem is transparent throughout the paradignthig caseyavas changes into

hitCaCeC(hityabe$, where the stem consonant never deletedl(?2).

(112) The verb ‘become dry’ in different binyanim

CaCacC (defective paradigm) | hitCaCeC (regular paradigm)
past yavas hiyabes
present | yaves miyabes
future *yiybaS— yivas yityabe$

The fact that defective forms are morphologicakyimalized and paradigmatically
aligned with other forms provides further supportthe role of paradigmatic relations
in word formation (Van Marle 1985, Spencer 198800 1989, Anderson 1992,
Steriade 2000, Stump 2001, McCarthy 2005, B0o0ij612®D08, among others). That
is, the morphological system takes into accourdgrmftion not only about the actual
verb that is formed but also about its inflecticargaigm, avoiding paradigms that
incur alternation in the consonants.

Avoidance of consonant alternation also shows ttiet grammar avoids
complexity as much as possible. The morphologicathmnism of MH blocks forms
that are more complex in the sense that they imvalkegularity and have to be
memorized. This is related to a more general guestvhether or not the grammar
contains a general principle regulating how wordsl @hrases interact with one

another (Embick and Marantz 2008). Kiparsky (208bpgests that blocking is
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governed by two competing constraints on grammlaggpression: Forms should
maximize the information to be conveyed and becam@mical as possible in their
expression of information. Generally, these comstsafavor expressions with fewer
morphemes and, perhaps, words over multilexemigessmpns. While the idea of
expression of information is irrelevant to the sgten of one MH verbal form over
another in the present analysis, the issue of ocexitgl does play a role. Selecting
defective forms based on paradigmatic irregulaaityl inactive morphological rules
gives rise to complexity in the morphological meuken of the grammar.
Consequently, such forms are avoided, both in trestcuction of new verbs and in

changing existing defective to non-defective forms.

6.2.1.3 Interim summary

Morphological variation of verbs has been showbdanotivated by a drive to lack of

alternation: Verbs constructed in marked binyanihattdemonstrate prosodic

complexity and paradigm-internal alternation shift binyanim where no such

alternation exists, hence making them less markédirther, verbs whose stem

consonants do not surface throughout the paradegre h greater chance of changing
into other binyanim where all stem consonants setfanaking their paradigms more
transparent.

The findings presented so far demonstrate the imgfagaradigms in the domain
of morphological variation, most specifically thenportant role of paradigmatic
uniformity. This means that variation and changedn® be considered in the context
of whole paradigms, rather than in relation to asedl words. The morphological
mechanism conspires to change the binyan valuertdin verbs in order to achieve
paradigm uniformity in both the prosodic and segralenepresentation of verbal
paradigms. It follows that the underlying caused bahavior of variable forms can

best be accounted for in relation to other wordhésame paradigm.
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6.2.2. Thematic-syntactic Factors

Thematic-syntactic criteria in evaluating morphatad change are based on the
classification of verbs as transitive or intrangti their thematic grids and whether
they are stored as basic entries or derived bynealehanging operations. The next
section aims to show that verbs which are the regwalence-changing via lexical
operations have a higher chance of undergoing hiojange than those that are basic

entries in the lexicon or derived in the syntax.

6.2.2.1 Base vs. derived verbs

MH binyanim are distinct not only in their prosodiatterning and morphological
shape, but also to a large extent in their therstntactic status. The relation between
binyanim can be expressed largely in terms of \@erhanging operations (see
Chapter 5). There is a rough division of labor aghdtH binyanim with regard to
valence changingCiCeCandhiCCiC are used mostly for verbs that are basic entries,
that is, not derived by thematic operations (iges‘look for’, himtin ‘wait’), while
hitCaCeC and niCCacC typically host predicates that have undergone ayitt
reduction as a result of a thematic lexical operatReinhart and Siloni 20053.The
latter two typically serve for derived counterpadst transitive verbs inCiCeC
hiCCiC and CaCacC (e.g., hitraxec ‘wash oneself’), alongside of a few decausative,
reflexive, or reciprocal verbs without a transitadéernate. For example, the reciprocal
verb hityaded‘'make friends with’ is derived from the noyadid ‘friend’, but has no
transitive counterpart such ag/ided The fact that decausative, reflexive, and
reciprocal verbs are formed directly mtCaCeG and not only on the basis of
transitive verbs in other binyanim strengthensdla@m that some verbs are listed in
the lexicon as basic entries while others arediste sub-entries, derived by thematic
operations. This supports the claim that the mdggical component recognizes

which verbs are stored as basic and which as dkem@ies and selects an appropriate

3 hiCCiC is used in the formation of derived entries in sasé causativization. This operation is
relatively less productive than the other operaticonsidered in this study, and therefore it is
irrelevant to this chapter.
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binyan accordinglyCaCaCis used for both types of forms, since it is nautwith
respect to transitivity (Berman 1978, 1980, Schwaitd 1981a, 2001a, Ravid 1995).
As such,CaCaC can host both transitive verbs (emxac ‘wash’) that undergo
valence changing and have derived counterpartghir dinyanim (e.ghitraxec‘wash
oneself’, derived inhitCaCeQ, and also intransitive verbs that are the resdlt
valence changing (e.gafal ‘fall’).

The above classification of the binyanim represégrislencies rather than clearcut
dichotomies in the division of labor between thelrar example, there is quite a large
group of derived verbs irhiCCiC and CiCeC e.g., the ones derived from
homophonous transitive verbs (suchhesmir ‘make/get worse’) and there are also
instances of basic entries IMCCaC and hitCaCeC(e.g.nitpal ‘pick on X', hit7alel
‘abuse’).

Recall that underlying this analysis is taetive lexiconapproach(see 2), under
which the lexicon is viewed as an active compowétihe grammar with regard to two
dimensions: morpho-phonology and valence-changoegations.

How is morphological variation related to the natiaf “active lexicon”? Most of
the verbs that demonstrate variation are forms Hrat the output of thematic
operations such as decausativization, reflexiviraéind reciprocalization, where they
undergo reduction in their syntactic valence. Sopérations in Hebrew are assumed
to apply in the lexicon (Reinhart and Siloni 20@loni 2008b, to appear), unlike
verbal passivization which applies in the syntaxorffath and Siloni 2008).
Consequently, morphological variation of verbs thet derived by lexical thematic
operations also takes place in the lexicon. | artha¢ verbs such as decausatives,
reflexives, and reciprocals have a different statuthe lexicon than verbs that are
basic entries and are not derived by any operaifibe. morphological component in
the lexicon is sensitive to such differences, lastilated in so that derived forms have

a greater chance of undergoing variatibh3).
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(113) Morphological variation of derived entries

Type of predicate Examples
. nimtax ~ hitmateax ‘stretch oneself’
Reflexive . .
nimrax ~ hitmareax ‘smear X on oneself’
. ne?exar ~ hiPaxer ‘become besmirched’
Decausative .
karav ~ hitkarev ‘become close’
. nifgas ~ hitpages ‘meet each other’
Reciprocal . g . pag e
nifrad ~ hitpared ‘break up, separate’

The case ofCaCacC verbs that undergo change (s@2.1.1) provides further
evidence for the claim that derived entries are emsusceptible to morphological
change than basic entries. One motivation to ch#mgédéinyan ofCaCaCverbs is to
avoid prosodic alternation, as discussed6i@.2.1. But manyCaCaC verbs that
undergo change are decausative verbs that areethdt rof valence-changing, as
opposed t@CaCaCactive basic entries that are less subject togdhan

BesidesCaCaCyverbs are subject to change because, as notsdjitiyian is not
marked with regard to transitivity. The intransetiverbkafa ‘become frozen’ is a
decausative verb that is derived by a reductiothef thematic role of cause. The
search conducted for this study revealed that vkklbskafa tend to start changing
their form fromCaCacCinto hitCaCeC(i.e., hitakape which retains the same meaning
of becoming frozenj? Although the variation of verbs likeafais not very common,
and many speakers do not accept forms hikkape the fact that a change into
hitCaCeCoccurs to a greater extent with derived entriemngthens the claim that the
morphological mechanism is sensitive to the stafugerbs in the lexicon (se&2.1
for same claim regarding verb innovation with resp@ base and derived forms).
CaCaCverbs that are basic lexical entries are lessyliteundergo variation. Again,
the occurrence or variation or lack of it is a tencly rather than absolute: Both basic
and derived entries are accessible to this vanabat the chances for it to apply are

greater in derived environments. @aCaC basic entry likesarat ‘scratch’ is less

* For examplehitkapeti bimkomi‘l froze immediately (lit. | froze in my place)as in (89)
(http://forum.bgu.co.il/Index.php?showtopic=1172dstr480).
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likely to undergo variation than one likafa ‘freeze’ - and indeed no morphological
variants of this verb (e.gsiref) were found in the search®s.

So far | have argued that morphological variatisnmore likely to occur with
derived rather than basic forms. Why should this the case? Why is the
morphological mechanism sensitive to the derivedinivedstatus of a verb in the
lexicon? | suggest that paradigm uniformity motegtthe change of binyan that
occurs within derived entries. The morphology o$ibaentries in the lexicon is less
regular and predictable than that of derived estrebecause derived entries are
derived, both thematically and morphologically, dgplication operations of valence
changing and word formation processes, which assigm a morphological form.
Since operations are involved, it makes sensethl@morphological output will to
some extent be predictable. The morphology of basides, on the other hand, is less
predictable, since they are not constructed orb#sts of a morphological rule — they
are simply there as such in the lexicon, conformangne of the possible binyanim. |
suggest that morphological predictability and regty is based on a scale that yields
a continuum, such that the morphology of outputexital thematic operations is less
predictable and transparent than that of syntagierations (Laks 2007a, 2007b), but
more predictable than the morphology of basic estriTrue, there are some “basic
entries” in the lexicon constructed mnyanimtypically assigned to derived entries
(e.g.,hitnakeSassassinate’ ihitCaCeCandniSba‘swear, vow’ inniCCaC),but these
cannot be regarded as the output of any morphabgrale, at least not
synchronically, but as accidentally formed in bimya atypical of basic entries. On
the other hand, there are relatively few cases eviiee morphological mechanism
takes a basic entry and forms its derived counteipaa template that is entirely
atypical for such derivations. Of course, thersame degree of irregularity in lexical
morphology, as well; for example, an entry thabasic inhiCCiC stands an equal

chance of having a derived counterpart in eithié€CaCeCor niCCaC (see 5.2 and

® | have so far come across 32 examples of changerdfed entries itCaCaG while | have found
only 15 examples of basic entries that underggainchange.
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Laks (2009)). By changing sonm@CCacC forms into hitCaCeC the morphological
mechanism achieves paradigm uniformity in valerntaaging, making the
morphology that applies in the lexicon more syst@mand predictable. In sum, the
morphology of basic entries in the lexicon is “mesgsthan the one of derived entries,
so that morphological variation is less likely fgpdy to achieve paradigm uniformity,
while the morphology of lexical operations is m@redictable, aimed at making the
morphological shape of derived entries more typi€hls difference in the application
of morphological change with regard to basic verdagved forms correlates with
paradigm uniformity (Albright 2005). Once a basntrg is assigned a given form, the
morphological mechanism allovilse remaindeof the paradigm to be predicted more
accurately and with greater confidence by unifyihg shape of derived forms. This
echoes Lahiri and Dresher’'s (1984) claim that aertarms in the paradigm “matter
more than others” to speakers. Although their psapeelates to language acquisition
and how learners determine which class a word lelém, the notion of difference in
the status of words within paradigms applies to phological variation as well,
supporting the claim that not all words in a giyaEradigm are equal in the sense that
the grammar, in the case at point morphology, ceat them differently.

Morphological variation is typical of the lexicoms opposed to the syntax. | argue
that morphological variation in MH is restrictedftoms that are stored in the lexicon.
Thus, verb-forms constructed in the syntax do nmatengo variation, as is the case
with MH passivization, shown by Horvath and Sil¢a008) to apply in the syntax, in
contrast to other valence-changing operations. Wuwphological patterning of
passives supports the claim that passivizationiegplost-lexically, as distinct from
the case of lexical operations. MH passive verbs generally formed by the
morphological process of melodic overwriting (se2 B), in which the vocalic pattern
of transitive verbs ilCiCeCandhiCCiC change tau-a, to yield the formgCuCaCand
huCCacCrespectively, as in(4).
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(114) MH passivization via melodic overwriting

Binyan Active form Passive form
CiCeC siper ‘tell’ supar ‘be told’
tipel ‘take care (of) | tupal ‘be taken care of’
hiCCiC hiklid ‘type’ huklad  ‘be typed’
hidgim ‘illustrate’ hudgam ‘be illustrated’

CuCaCandhuCCaCpassive forms do not undergo morphological chaagés to
be expected, since their prosodic structure rematast throughout their inflectional
paradigm, similarly to the prosodic structure @iCeC and hiCCiC. The only
difference between the two active and passive binyas the quality of their vowels.
Yet CuCaC and huCCaCverbs are always derived forms of their activengitve
counterparts and so can be expected to undergatioari at least more than active
forms. However, if, as shown in this section, vi@oia is more likely to apply to
derived verbs rather than to basic entries, thestegpre is why passive verbs fail to
undergo variation. | argue that this is due tofdet that passivization applies in the
syntax, so that passive verbs are assumed notltstéa in the lexicon as sub-entries
of their active counterparts, in contrast to vettiest are derived via lexical valence-
changing operations like decausatives and reflexive

Verbs inniCCaCprovide further support for the distinction betweexical versus
syntactic derivation, since they differ from passierbs inCuCaCandhuCCaCin
several ways. First, the derived passive counterpaniCCaC of all active verbs in
CaCaCare not formed by melodic overwriting (s@.1), but by adding a prefix-
(compare activgganav ‘steal’ ~ passivenignav ‘be-stolen’). Second, whil€uCaC
andhuCCaCforms are used almost exclusively for passivizatm@CacCis unique in
that it hosts both passive forms derived frGaCaCand other intransitive predicates
(e.g., decausatives, reflexives, reciprocals) drat derived from bottCaCaC and
hiCCiC (Schwarzwald 2008). ThirdaiCCacC includes lexically derived predicates
with no transitive alternate, as well as a few da&sitries. In sum, the uniqueness of
this binyan is that it hosts predicates that amvdd in the lexicon as well as ones

derived in the syntax. As noted earlier, mam@CaC verbs undergo morphological
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variation, both because of the alternation in thesgdic structure of thibinyanand
because many of them are derived predicates. ItragipniCCacC verbs that are
strictly passive forms with no other interpretatisach as reflexive or decausative, do
not undergo variation at all. Thus a strictly passverb likenigzam‘be pruned’,
derived fromgazam‘prune’, has nditCaCeCalternate (hitgazen), similarly to all
niCCacC verbs with an exclusively passive meanifid ), since passive verbs are
formed in the syntax so that, similarly @GuCaCandhuCCaC, they are not subject to
variation®

(115) niCCaCverbs with exclusively passive meaning — no molgioal variation

CaCacC active form Passive form

gazal ‘rob’ nigzal / *hitgazel ‘be robbed’
Safat ‘judge’ niSpat / *hiStapet ‘be judged’
barat kick’ niv?at / *hitba&et ‘be kicked’
la?as ‘chew’ nil?as / *hitl&®es ‘be chewed’

A further consequence of the dual statumni@CacCis that verbs derived from
CaCaC may often be ambiguous between functioning asasyict passives or as
derived by lexical operations, functioning as deedives, reflexives, or reciprocals.
Importantly, as noted, morphological variation anfined only to lexically derived
forms but not to the passive formsniCCaC. For example, th&€aCacC transitive
verb ataf ‘wrap’ has a derived counterpart mCCaC (neZetaf) that is both passive
(‘be wrapped’) and reflexive (‘wrap oneself’). Thigrb undergoes variation: it also
occurs inhitCaCeC(hit7atef), but thehitCaCeCform has only the reflexive meaning
of wrapping oneself with somethind16). This provides further support for the
division of labor between the lexicon and the synath regard to valence-changing
operations. When these apply in the lexicon, thlmitput forms are subject to
variation, whereas verbs derived in the syntaxrere— regardless of how they are
formed, by melodic overwriting iICuCaCandhuCCaCor by formation inniCCaC

binyan.

* There are only a few instances of passive verbmdd in bothCuCaC and hitCaCeG such as
pursamandhitparsem both denoting ‘be published'.
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(116) a. huwneretaf be-m@&il gadol, xipes et miSkafav...

‘He wrapped himself with a big coat, looked for bBigglasses...’
(http://www.haaretz.co.il/hasite/spages/1129321htm

b. huhit?atef be-m@il ve-xaSav...

‘He wrapped himself with a coat and thought...’
(http://www.atarnet.net/nodewebimages/24151/Fiipafsetzim.dog

c. kol psantene?etaf/*hit ?atef be-SaloS Sxavot

‘Every piano was wrapped with three layers’
(http://www.gav2.co.il/lhovalot.aspx?id=6and|553

As noted, melodic overwriting into-a is confined almost entirely to passive
formation, to yieldCuCaCandhuCCaC verbs. A fewhuCCeC verbs do, however,
have a decausative meaning (Meltzer 2006). For plgnthe transitive verhiksim
‘charm’ has a derived decausativehumCCaC(huksambecome charmed’) and not in
niCCaC (*niksanm) or hitCaCeC (*hitkasen), which is the typical form for
decausatived. Yet a web search yielded a few instances wherel¢icausative verb
huksamdid undergo variation taiCCacC, as illustrated in 117) wherehuksamand

niksamare used in a very similar context.

(117) huCCaC-niCCaC near minimal pair

a. aniniksamti me-ha-sefer

‘I was charmed by the book’
(http://shirbut.com/blog/?p=5%94

b. huksamti me-ha-sefer, lefaxot bahatxala

‘I was charmed by the book, at least at the beguini
(http://www.mako.co.il/news-columns/Article-a56ad48e1121004.htin

Note that cases likell7a), wherehuCCaC forms undergo a change, are indeed
rare, but the fact that they occur only wher€CCaC hosts decausative and not passive
predicates strengthens the claim that morphologiaahtion applies to the output of

lexical and not syntactic operations.

" Sentences with verbs likeuksamdo not entail the existence of an agent, as irctse of passive
verbs (see 2.2.1).
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6.2.2.2 Transitivity/intransitivity marking
As mentioned, Th€aCaChbinyan is described as “neutral” with respectrémsitivity
(Berman 1978, 1993), since it hosts both transiind intransitive verbs as ih18a)

and (L18b) respectively.

(118) Types of CaCaC Verbs

a. Transitive verbkatav‘write’, Sata‘drink’, axal ‘eat’, maxar‘sell’, kana

‘buy

b. Intransitive verbsnafal ‘fall’, kafa‘freeze’,naval‘wither’, xalaf ‘pass,

elapse’

The claim here is that in addition to their markeerpho-phonology, some
CaCaC verbs change binyan in order to be overtly markedeither transitive or
intransitive®. That is, selection of a new binyan fdaCaCverbs coincides with their
transitivity values, as follows. FirgfaCaCtransitives change intGiCeCor hiCCiC,

binyanimwhich tend to host mainly transitive verlid9)>°

(119) Variation ofCaCacCtransitive verb CiCeCor hiCCiC)

Type of variation Examples
CaCaC - CiCeC kalaf ~  kilef ‘peel’
CaCaC —  hiCCiC | takaf ~  hitkif | ‘attack

CaCacCintransitive verbs change intaCCacC or hitCaCeC which host mainly

derived intransitive verb420)%°

* In cases where an intransitive verb changes nifCaC or hitCaCeChere is also a change of
aspect in some cases, where the verb in also magkeldisively as inchoative (Blanc 1965,
Zuckermann 2009). Still, the two verbs share tlehdative meaning (e.gasav'sit/sit down’ and
hityaSevsit down’).

There are a few counter-examples whee€CaCintransitive verbs change intoCCiC, e.g.Saman
‘become fat’ that changes intoSmin (hiCCiC) and nothiStamen(hitCaCeQ or niSman(niCCaQ

as expected. The change is such cases is morpmmiplyacally predictable, since the new binyan is
less marked prosodically , but not with respedtaasitivity.

Note that the instransitiv€aCaC verbs discussed in this section are also deriveceis (see
6.2.2.1). The transitive/intransitive distinctioropides further motivation for the binyan change an
it explains what the “newer” binyan of such verbs be.

59
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(120) Variation ofCaCaCintransitive verbsniCCaCor hitCaCeC)

Type of variation Examples

CaCaC - hitCaCeC | namax ~ hitnamex ‘become short
gavar ~ hitgaber ‘increase’
paxad ~ hitpaxed ‘be(come) frightened’
camak ~ hictamek ‘shrivel up’

CaCaC - niCCacC ratat ~ nirtat 'vibrate’
azal ~ nezal ‘become used up’
karas ~ nikras ‘collapse’
daha ~ nidha ‘fade’

Marking the transitivity or intransitivity of verbs also attested by change of
verbs in other binyanim. Such is the case with gemthe group of homophonous
verbs inhiCCiC which are both transitive and intransitive, mainlyh verbs derived
from adjectives (Rosén 1956). For example, the \eafedim, from the adjective
adom ‘red’, denotes both making something/someone nedl f@ecoming red (see
Borer 1991). Formation of intransitive verbshi€CiC is not productive with regard
to either existing forms or to new-verb formatisy that it can be considered
irregular. A dictionary search reveals that lesanti0%hiCCiC verbs (52/ 614 =
8.47%) are intransitive, and of these more tharfi (84/52 = 5.54%) also have a
transitive meaning, with very few (only 18 = 2.93%ging only intransitive. Some
hiCCiC intransitives change tbitCaCeCso as to be marked as intransitive (e.g.
hitZadem fedden = become redi hitCaCeQ is common in such cases. This change
to hitCaCeCnever occurs with the transitive occurrence of shene verbs, since
hiCCiCis a typical form for transitive verbs, so thatrthes no motivation for change.
That is, variation ohiCCiC verbs occurs only with the intransitive occurrergg,in

(121).

(121) MarkinghiCCiC verbs as intransitive initCaCeC

hetedim ~ hit?adem ‘redden = become red’
hilbin ~ hitlaben  ‘whiten = become white’
hexvir ~ hitxaver ‘pale = become pale’
hikriax ~ hitkareax ‘become bald’
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Some hiCCiC intransitive verbs are marked as intransitive lmanging into
niCCacC (e.g.,higlid andniglad ‘turn into a scab’), but this is far rarer thamnf@mtion
in hitCaCeC due to the prosodic properties piCCaC discussed earlier (Section
6.2.2.1). Here too, the morphological mechanism saiat creating paradigm
uniformity in the derivational system by dividinggenbs into binyanim that have a
typical value for transitivity and by neutralizinthe fuzziness of transitivity
boundaries.

The notion of marking transitivity boundaries iss@lnoted in research on
acquisition of MH binyanim and the derivationalatebns between them. Berman
(1980, 1982, 1993 and 2003) observes two main stafbinyan switching in the
development of derivational relations between vesring the initial stage, up to
around age three years, a single non-alternatorg fs used for a given concept, with
all thematic realizations of the same concept ebded into a single binyan. For
example, children used th€aCaC verb nafal (‘fall’) both as decausative and
transitive (rather thahipil ‘make X fall’), with both the concepts of ‘fall'mal ‘make
X fall' expressed by the same morphological sh#&iethe second stage, around the
fourth year, children do alternatenyan forms for the same verb, manifesting two
main types of switching — between transitive binggnCaCaC and hiCCiC (e.g.
he?elim — ilem ‘make X vanish’) and between intransitive binyanimCCaC and
hitCaCeC (e.g. nirdam — hitradem‘fall asleep’)®® That is, their errors do not cross
transitivity boundaries, a finding that is interfg@ by Berman as indicating that
children demarcate predicates according to thairsitivity. This correlates with the
division between basic and derived entries in thecbn since, according to which,
putting causativization aside, most transitive gedre basic entries, while their
intransitive counterparts are assumed to be deriwedhematic operations (see

Reinhart 1996, Horvath and Siloni 2008, 2010a, 2011

1 Children did not us€aCaCbinyan instead of other binyanim. Berman (198@pards this binyan
as “basic” since it is neutral with respect to sitimity.
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Berman’s findings show that children have knowleddehe thematic relations
between the verbs they use, even at the initiglestavhen they lack mastery of the
morphology related to these thematic relationsthigysecond stage, they demonstrate
knowledge of the division of morphology betweeniband derived entries, and at
this point the sentences they construct that redpimyan switching are well-formed
in inflectional morphology and syntactic structurdé.should be borne in mind
however, that Berman’s two stages represent diffepbases in the acquisition of
verbal morphology, and do not deal with the cone¢peémselves. | assume that both
concepts exist in both stages, but that their maggy has not been fully acquired. In
contrast to children, adults always change binyafues in the direction of the
unmarked values (se@.2.2.1 above). Children’dinyan switching, in contrast, is
bidirectional: In the typically intransitive bingan, they can change botiitCaCeC
into niCCacC (e.g. hitparek — nifrak ’fall apart’) andniCCacC into hitCaCeC (e.g.
neelav — hitZalev ‘become insulted’). The results of this study shthat adult
speakers are likely to perform only the latter geaaf binyan.

Section6.2.2 specified thematic-syntactic criteria th&gger a change of binyan,
to demonstrate that the morphological componeseisitive to the status of verbs in
the lexicon. Verbs that are stored as derived enin the lexicon are more likely to
undergo variation, with a morphological tendencyatmid vagueness in regard to
transitivity. Since verbs are typically morpholaglly marked as transitive or
intransitive,CaCaCverbs, as well as a fehiCCiC verbs, which are unmarked with
respect to transitivity, tend to change their bmy&inally, morphological variation in

the verbal system of MH applies only to lexicalputs.

6.3. Summary

The analysis proposed in this chapter sheds lighthe factors that play a role in the
constant shiftings manifested by the verbal systéebrew. While morphological
variation cannot be fully predicted, it demonstsat@ther clear trends. Morpho-

phonologically, the change from one binyan to aeoth always towards less marked
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forms in the sense that the morphological mechaniisfavor forms that demonstrate
prosodic or consonantal alternation in a given gigra. From the thematic-syntactic

point of view, the morphological component distirgines between verbs that are
stored in the lexicon as base versus derived snfierived forms that are the result of
valence-changing operations have a greater chanckamging binyan. Further, the

morphological component aims at marking verbs assitive or intransitive, as shown

by the fact that verbs i@aCaC- as the onlpinyanthat can be described as neutral
with regard to transitivity — shift to other binyanthat have a more unequivocal
status as transitive or intransitive.

Morphological change is shown here to apply to sestored in the lexicon either
as basic or as derived entries, in contrast toiy@s&erbs that are assumed to be
derived in the syntax. This does not mean, of aguitsat variation cannot occur to
syntactic outputs, but at least with regard to fermation, there is a clear difference
in the morphological behavior of forms constructedthe two components of the
grammar. This analysis lends further support to timéque nature of morpho-
phonology associated with the lexicon, while takimgo account both morpho-

phonological and thematic-syntactic considerations.
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Chapter 7. Blocking Effects on Valence Changing

This chapter addresses cases of morphological inlgckamely, cases where verbs
that are conceptually possible and could be deraged result of valence changing are
not derived. | argue that the absence of such verddH and PA is not entirely
arbitrary, but rather, stems from morpho-phonolalgiconstraints. | examine four
cases of blocking effects in MH and PA and prowatieexplanation as to why verbs
that are conceptually possible do not exist in @inthe two languages. Analysis of the
four cases provides support to the three claimsaiteaadvances in this dissertation.

First, 1 argue that morpho-phonological constrairgstrict the application of
thematic operations, thus resulting in lexical gapiseoretically possible but non-
existing verbs result either from the violationtloé Obligatory Counter Principl&.@
and 7.3), or from avoiding the application of morphatmj processes that are not
active in the languag& @ and7.5).

Second, | contend that blocking effects on valert@nging occur only when such
operations apply in the lexicon, and not in thetayn When the word formation
mechanism encounters the same morpho-phonologrcatises in the syntax, there
is no blocking of word formation. This distinctigprovides further support for the
existence of two types of morphology, and for tlesifpon of morphology as an
independent component of the grammar that intessegtarately with the lexicon and
the syntax.

Third, | claim that a word-based view provides #dreaccount of the application
of morpho-phonological constraints on valence cirapngn such an approach, words
are formed directly from existing words based otenimal stem modifications.
Specifically for languages such as MH and PA, therao separate reference to a
consonantal root, and this undermines claims thagas no independent existence.
The morphological component of the grammar hasxeomgne the output forms and

their relations.

131



| begin by a general discussion of the productigityalence changing/(1), then

turn to the four case studie&2-7.5) and then turn to general conclusions.

7.1. Productivity of Valence Changing Operations

The productivity of valence changing operationsiasamboth cross-linguistically as
well as within the same language among differergrajons. In general, valence
changing operations do not apply uniformly. There aerbs that have derived
counterparts as a result of the manipulation of tthematic grid, but there are others
that do not have such alternates. Compare, for pbkanthe two transitive English
verbs hug angush where only the former has an intransitive reaptoalternate

(122).

(122) a. John and Mary hugged each other.
b. John and Mary hugged.

c. John and Mary pushed each other.
d. * John and Mary pushed.

Lexical operations are relatively less productikarnt syntactic ones, as gaps and
exceptions can be listed (s82.6). Syntactic operations, like MH passivizatiapply
across the board and are hardly subject to anygutaeties®® Examine MH
reflexivization in (23), for example. The transitive verbsxac ‘wash’ andsiken
‘leopardize’ have reflexive counterpartstaxecandhistakenrespectively), while the
transitive verlyiceg‘represent’ has no such counterpart. The sameesfor the gaps
in PA passivization. The veltatab‘write’ has a passive counterpartkatab(124ab),
while according to most judgments, the verkad ‘take’ has no derived passive

alternate that denotes ‘be takeh2{ad)®

2" This does not mean that gaps in MH passive foonatio not exist (see Landau 2002 and Doron
2003), but that passivization is relatively muchrenproductive, exceptions are rare, and they can
be explained by other factors.

% The MH and PA data are also based on judgmer® fative speakers of each language between
the ages of 16-44.
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(123) MH reflexivization CaCaC/CiCeC — hitCaCecC
a. dan raxac/siken et acmo
'Dan washed/jeopardized himself’
b. dan hitraxec/histaken
'Dan washed' / 'Dan jeopardized himself’
c. Dan yiceg et acmo
'Dan represented himself’
d. *dan hityaceg

'Dan represented himself’

(124) PA passivizatiorQaCaG inCaCaQ:
a. il-walad katab il-kita:b
‘The boy wrote the book’
b. il-kta:b inkatab
‘The book was written’
c. il-walad axad il-kita:b
‘The boy took the book’
d. (?) il-kita:b inaxad
‘'The book was taken’

Why are verbs like MH's ‘represent oneself28d) and PA's ‘be taken1@3d)
missing from the derivational paradigms? Measurihg productivity of valence
changing operations is based on the actual formatioverbs through operations that
result in actual, existing words. In order to rdvba& extent to which an operation is
productive, one should define its input, that &,identify which basic entries can
actually be candidates for each operation. The tirfpu decausativization and
passivization is well defined (s@e2.1). Every transitive verb is a good candidate f
passivization, and every verb whose thematic goitsists of a cause should undergo
decausativization. In these cases, there is a plediction with regard to which verbs

can undergo any of these operations, and which caesot. For example, the
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transitive verbyibe$ ‘dry’ (125a) undergoes both passivizatioh2fb), as it is a
transitive verb, and decausativizatidi2fc), as its thematic grid consists of a cause
and a patient. The transitive verbser ‘saw’ (126a), however, undergoes only
passivization 12@&) and, as expected, does not undergo decausttvizé26c)
because its thematic grid consists of an agennhahd cause.
(125) a. dan/ ha-xom yibe$S et ha-beged
‘Dan/ the heat dried the cloth’
b. ha-beged yubas
‘The cloth was dried’
c. ha-beged hityabe$
‘The cloth dried’

(126) a. dan niser et ha-kise
‘Dan sawed the chair’

b. ha-kise nusar
‘The chair was sawn’
c. *ha-kise hitnaser

‘The chair sawed’

Predictions with regard to reflexivization and proicalization are less clear, as
there is no defined set of transitive verbs that@ndidates for undergoing these two
operations. In general, the input for both operdi transitive verbs whose thematic
grid consists of an agent, yet there is no clediniien of which transitive verbs
undergo the operations. Examining the set of vehas undergo one of the two
operations cross-linguistically reveals an intuitlmased definition of the two sets of
verbs. Verbs that undergo reflexivization are mpogtlooming verbs such asash
comb and clean where the agent acts upon himself. Verbs thatergu
reciprocalization denote some kind of social orspaal interaction such asssand
hug where two or more agents usually act upon eablerotHowever, the two

definitions are quite vague in the sense that tth@ynot provide a definite set of
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candidates for the two operations. The verb MimhesS ‘arm’ has the reflexive
counterpart ohitxameSarm oneself’, although it is not a grooming veltis unclear
why some transitive verbs have reflexive or reaptacounterparts while others do
not. Indeed, there are some cross-linguistic difiees in the application of such
operations on certain verbs (s22.6).

Seemingly, a fixed definition for candidates of legivization and
reciprocalization does not exist. Thus it is imploiesto comprehensively explain, the
gaps in the formation of reflexives and reciprocads such, | will focus on
decausativization and lexical passivization, ahese cases there are clear predictions
with regard to the transitive verbs that can beitipeit of such operations and which
ones cannot. As shown in this section, the groweds that are supposed to undergo
the two operations is easy to recognize by themttic grids. This makes it possible
to detect lexical gaps where certain verbs arendely expected to undergo one or
more of these operations, but fail to do so.

Note that according to some approaches to blockingipetition makes some
forms impossible only because other forms happexisi and beat them (see Aronoff
1994b, Bresnan 2001, Giegerich 2001, Kiparsky 2@wbbick 2007 and Embick and
Marantz 2008). In this study, | relate to blockefgects in the sense of words that are
conceptually possible but are not formed at alt, bexause of competition with other
words.

What is it, then, that restricts the applicationsath operations and prevents the
formation of theoretically possible verbs? | tumanto the four cases of lexical gaps,
where | show that the lack of application of vakermbanging seems more than a mere

coincidence and can only be accounted for by megitanology.

7.2. Gaps in the MH CiCeC-hitCaCeCParadigm
7.2.1. Blocking of hitCaCeC Formation Due to OCP
The CiCeGhitCaCeCparadigm is considered to be very productive irb yermation

and valence changing operations (&dmpter 4 an€hapter 5)CiCeC usually hosts
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transitive verbs that are basic entries in theclexj whilehitCaCeCis mainly used for
the formation of derived verbs such as decausa(v2al27a), reflexives127127b),
and reciprocalsl27127c), which are formed by a reduction of the sgintavalence of

transitive verbs.

(127) CiCeG hitCaCeCderivations

Type of operation Basic entry Derived verb

a. Decausativization| ximem/| ‘make warm’ | hitxamem ‘become warm’
b. Reflexivization nigev | ‘wipe’ hitnagev ‘wipe oneself
c. Reciprocalization | xibek | ‘hug’ hitxabek ‘hug each other’

As noted in7.1, | will focus mainly on decausativization withthe CiCeG
hitCaCeCparadigm. A dictionary search reveals that alnesstry CiCeC transitive
verb with a thematic role of cause in its themajicd, indeed has a decausative
counterpart. When are gaps found within this pamra@ The search shows that gaps
exist almost exclusively when the initial stem coment ist or d. Out of 220CiCeC
transitive verbs that are candidates for decaugation, only 30 (14%) of them do
not have a derived decausative counterpatit@aCeC Out of these 30, 11 (37%)
have a derived decausative counterpa@aCaCor niCCaC while 19 (63%) have no
decausative counterpart at all. The transitive tenparts of 16 (84%) of these 19 non-
existing verbs begin withor d (128). In addition, out of 2ZiCeC verbs that begin
with t or d, only 6 (38%) have decaustive counterpartsii@aCeC This suggests that
the gaps are not accidental but are motivated byphwphonology. Examining each
of them reveals that there in no conceptual problemderiving decausative
counterparts. Note that some of the verbs in tHenwo of the derived form are
marked with a question mark, rather than an astefitis is because there was
variation within speakers’ judgments regarding ¢hésrms. While most speakers
viewed them as non-existing words, some acceptfthNevertheless, there was no

such variation with regard to candidates for deatwigation whose initial stem

 Out of 30 MH speakers, at least 28 (93%) judged werbs marked with an asterisk as
ungrammatical, while at least 19 (63%) judged tlebs marked with a question mark as
ungrammatical.
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consonant is notl or t. The fact that there was variation only with rejéw these
forms shows that the above phonological constraintomorganic clusters plays a

role in verb formation.

(128) Blocking ofhitCaCeCformation

Transitive base Non-existing decausative/passive form
dike ‘make depressed’ | *hitdeke / (?)hidake ‘get depressed’
timtem ‘drive mad’ *hittamtem / (?) hitamtem ‘become mad’
tirter ‘rattle’ *hittarter / (?) hitarter ‘become rattled’
tinef ‘make filthy’ *hittanef / hitanef ‘become filthy’
tirped ‘torpedo’ *hittareped/*hitarped ‘get torpedoed’
tiskel ‘frustrate’ *hittaskel / (?) hitaskel ‘become frustrated’
tiyev ‘improve’ *hittayev/ *hitayev ‘get improved’
titatea ‘“trick’ *hitta?atea /*hit@atea ‘get tricked’

The verbs in 128) are transitive verbshat are excellent candidates for
decausativization. Nevertheless, they have no datiae counterparts. Why is it so?
In all examples in}28), forming a verb ihitCaCeCyields homorganic clusters//or
/dt/ as thehit- prefix of this binyan ends with violating the OCP that prohibits
identical consonants or adjacent identical featuisee 5.2.1). Such clusters are
prohibited in MH and are dealt with by deletiontloé first consonant, namely thef
the binyan prefix.

More specifically, compare the pair GiCeC transitive verbdixlex ‘make dirty’
(12%) andtinef ‘make filthy’ (129c). The two verbs share the same thematic grid that
consists of a cause and a patient, and their seasastrather similar. Yet, onlyxlex
has a decausative alternatehitCaCeC hitlaxlexbecome dirty’ (2%), and there is

no verb that means ‘become filthy’hjtanefhittane) (12d).

(129) MH decausativizatiorC{CeC- hitCaCeQ
a. dan lixlex et ha-xeder

‘Dan made the room dirty’

b. ha-xeder hitlaxlex

‘The room became dirty’
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c. dan tinef at ha-xeder
‘Dan made the room filthy’
d. *ha-xeder hittanef/hitanef

‘The room became filthy’

Blocking the formation of decausative counterpé&tsverbs like ‘make filthy’ is
motivated by two related factors. On the one hath formation could yield a
homorganic cluster tt {fittaned), which is prohibited according to the OCP (5e21).
On the other hand, this violation could be fixedamyplying a phonological process of
consonant deletion [fitane). The morphological component both avoids violgtan
phonological constraint, and tries to avoid theli@apon of deletion. It escapes these
two operations and, thus, the formation of a pdsgioedicate is blocked. This near
minimal pair of transitive verbs, one with a decive alternate and another without
one, illustrates my claim that the lexical gapas accidental.

In addition, the two are grooming verligpéax ‘beautify’ and digem ‘straighten
up’) that seem to be natural candidates for refieaiion, as they are similar to other
CiCeC grooming verbs that have reflexive counterpartg. (@gev ‘wipe, iper ‘put
make up’ anderek'comb’). However, these two verbs do not undemftexivization,
and these gaps seem to be derived from the sanséra&ioh on a homorganic cluster
(*hi(t)tapeax”beautigy oneself’, hi(t)dagem‘get straightened up’). As noted i,
it is impossible to provide complete predicationghwegard to the application of
reflexivization. Nevertheless, the fact that theottypical candidates that do not
undergo this operation begin withor d strengthens the claim that the morpho-
phonology is partially responsible for lexical gapbkere are no other grooming verbs
in CiCeCwithout a reflexive counterpart mtCaCeC

Furthermore, a fewCiCeCverbs that begin witld have intransitive alternates in
niCCaC The CiCeGniCCaC paradigm is very rare and such formations areepites
only in cases where thatCaCeCformation is blocked due to morpho-phonological

reasons. In this case, a morphologically markedhfas selected and an unmarked
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form is blocked (see Kiparsky 1973). The vdiber ‘talk’, for instance, has a derived
reciprocal alternate iniCCacC (nidbar ‘talk to one another’) rather than ntCaCeC

(*hitdaber *hidabe probably for this reason.

7.2.2. Syntax: No blocking Due to OCP

The prohibition on a homorganic cluster is notnietd to the lexicon. It can also be
found in inflection in the syntax when some pronauffixes that begin with are
agglutinated to the past form of verbs. When tlsé ¢cansonant of the stem is riair

d, the first person singular past suffix is addedhe stem and no violation occurs
(130a). When the stem ends withor d and this suffix is agglutinated, a prohibited
homorganic cluster ott/ or /dt/ is formed {30130b). However, there is no blocking
of the inflection of the first person singular, nerthere for other pronouns whose
suffixes begin with or d. In this case, the morphological component finegag to fix
this violation by either consonant deletion, or,web epenthesis to break the
prohibited cluster. There is free variation witlyaed to the mending strategy that is

selected, but in any event, the consonant clusies dot surface.

(130) CiCeCpast inflection

3rd person form | 1st person form

a. Inflection of regular verbs

siper siparti ‘tell
diber dibarti ‘speak’
b. Inflection of verbs that end with t or d

kimet kimateti / kimati (*kimatti) ‘wrinkle’
kibed kibadeti / kibati (*kibadti) ‘respect’

The OCP is active in both the derivation of dectues in the lexicon and within
verb inflection that applies in the syntax. The piumlogical mechanism is faced with
the same forbidden cluster in both cases, but tag itvcopes with it is different in
each case. Note that the fixing strategy of consbdaletion is accessible both in the
lexicon and in the syntax. Consonant deletion agpln the formation of a few

decausative forms in the lexicon (elgdarder ‘get deteriorated’, where theof the

139



prefix is deleted). Nonetheless, despite the extgtef such a solution in the lexicon,
it is avoided in many cases and verb formatiomtg@y blocked.

7.2.3. Support for a Word-based Derivation

The case of the blocking effect, where verb foromatis prevented due to a
homorganic cluster, supports a word-based appréactvord formation. It lends
support to Correspondence Theory (McCarthy andcBrit995) that accounts for
relations between base and derived forms, and fgalyi to the concept of output-
output correspondence (see Bat-El 1994, Benua 188%/, Burzio 1998, Ussishkin
1999, 2005, Blevins 2005, 2006), according to whilclre is a strict correlation
between the two output forms. The morphological mecsm is required to examine
both the output of the base form, i.e. the travsitbasic entry in this case, and the
derived form, i.e. the decausative counterparts Erisures that the derived form is
faithful to the base and that the relation betwdem is transparenhitCaCeCis
derived fromCiCeC by agglutinating the prefixhit-/ and changing the first stem
vowel fromi toe. Further changes, such as inserting a vowel letidg a consonant,
make hitCaCeC less faithful to CiCeC Applying phonological processes like
consonant deletion or vowel epenthesis makes thpuboutput relation less
transparent. In the case of consonant deletionobtiee prefix consonants is lost (as
in *hitaskel ‘become frustrated’, instead ¢hittaskel which has a homorganic
cluster), while in the case of vowel epenthesissyiabic structure, which is typical
to hitCaCeC changes from CVCCVCVC fiittaske) to CVCVCVCVC (*hitetaske).
This shows that the morphological system has tpaelthe input and output forms of
actual words and the relation between them, ratieen inserting a consonantal root
into a template. It would be more difficult for aot-based approach to explain such
gaps in verb formation, as in such a case, theubwiptput relation is not taken into

consideration.
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7.3. Gaps in the PACaCaC- inCaCaCParadigm
PA CaCaCis used in the formation of both transitive antransitive verbs (see
Chapter 5). The intransitive derived counterpaft€aCaCare formed innCaCacCin

cases of passivization and decausativizati@1i).

(131) CaCacC-inCaCaCparadigms

Transitive base Passive/ Decausative

katab ‘write’ inkatab ‘be written’

kasar ‘break’ inkasar ‘be/become broken’
fada ‘infect’ infada ‘become infected’
fakas ‘reflect’ infakas ‘be reflected’

bana ‘build’ inbana ‘be built, get built’
fahas ‘examine’ infahas ‘be examined’

SomeCaCacCtransitive verbs have no intransitive counterparall. Again, some
of the gaps are idiosyncratic (ergsam‘draw’ - *inrasam‘be drawn’), but others are
predictable. A dictionary search reveals that afram two forms,CaCacC verbs,
whose initial stem consonant is nasal, have novee@rcounterparts imCaCaC This
is not surprising because such formations wouldlr@s an undesired cluster of nasal
consonantsy or /nm.

Examine the two transitive verBatab‘write’ and naxab‘elect’. The former has a
passive counterpaihkatab ‘be written’, while the latter does notifhaxab ‘be
elected’). The formation of verbs likenaxabis also blocked by the OCP, similarly to
the case of MH blocking ii.2. In case the first stem consonarmist would yield a
geminate or a homorganic nasal cluster. The pdisgibf amending this consonant
cluster is blocked regardless of the strategy ¢batd be applied. In contrast to MH,
geminate is possible in PA. Nasal geminates exi§tA binyanim, e.giannan‘drive
mad’ in CaCCaC This is allowed due to the fact that both constsm®elong to the
stem, and there is no need to preserve contragtebetthe stem and the prefix. A
geminate ininCaCaCis impossible, as one consonant belongs to thiexpmad the
other belongs to the stem, as inrfaxah and there is coherent boundary between the

prefix and the stem.
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The undesired nasal clusterirmaxabcould be amended by deleting one of the
nasal consonantsiftaxab) or inserting a vowel between themnfhaxalb). However,
both mending strategies are avoided, as their @dmn would violate the constraints
on prosodic structure in binyan formation that tyy@cal of the verbal system of PA.
In the case of consonant deletion, there wouldrbenapty consonant slot, either from
that of the prefix, or from the stem while in these of vowel epenthesis, the vocalic
pattern of the binyan is distorted. This meansotation of the constraints on prosodic
structure within the verbal paradigms of PA. Thtlse structure of a verb that
undergoes deletion or epenthesis would not conflarrthe structure of any of the
possible PA binyanim.

As shown for MH, theoretically possible verbs am formed due to morpho-
phonological constraints. Again, there is no cotaapproblem in deriving passive or
decausative counterparts for any of the transitems in (32), yet most of them are

not formed.

(132) Blocking ofinCaCaCformation (passivization or decausativization)

Transitive base Decausative/Passive non-derived form
mada ‘sign’ *inmadia ‘be signed’

madda ‘praise’ *inmadah ‘be praised’

mana’ ‘prevent’ *iInmana' ‘be prevented’

mand ‘grant’ *inmana ‘be granted’

maza@ ‘tear, tear up’ (?) inmaz& ‘gettorn’

nafa ‘deny’ *innafa ‘be denied’

najad ‘rescue’ (?) innajad  ‘get rescued’

nasal ‘bring up and out, steal’ | *innasal ‘be brought up and out, be stolen
naxab ‘choose’ *innaxab ‘be chosen’

As discussed for the case of MH3rl, this blocking effect is also motivated by
the OCP. However, in this case the restriction that OCP poses is different. It
prohibits a cluster of two nasal consonants, eiithemtical or different in their place of
articulation. This constraint preserves a degremafrast between the- prefix of the
binyan and the stem that begins with a nasal.

As noted for the gap in th€iCeC-hitCaCeCformation in MH, some of the

decausative verbs i182) are marked with a question mark rather thaasterisk, as
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some speakers accept them as grammatically cSrrelcwever, the gap between the
judgments for verbs that begin with nasals androtbebs indicates that the existence
of a nasal consonant, for most speakers, poseasbéepr for the derivation of verbs. In
other cases, the morphological component finds aafaleriving such predicates by
forming them in a less typical binyan. The ver&Sar ‘spread’, for instance, has a
derived counterpart iinCtaCacC (intaSar ‘become spread, published’) rather than in
inCaCaG which prevents a homorganic nasal cluste33@). Although the most
typical candidate for the passive or decausativenmrparts ofCaCacC transitive
verbs, such formation is blocked and the morphcklgmechanism ‘escapes’ to
iCtaCaC The latter is usually not used for the formatafnpassive or decausative
predicates and mostly hosts predicates such asxingds or basic entries in the
lexicon. The same is true for the verisi ‘forget’ (133b). Apart from avoiding aaW
cluster, there is no reason for its lack of a passiternate innCCacC (*innasg. In
this case, there is no blocking of passivizatiod #me passive verb is formed in
iCtaCaC (intasa‘be forgotten’). Although such cases are rare,féot that they exist

only when the initial stem consonannigs not arbitrary.

(133) AtypicalCaCaC- iCtaCaCormation

Transitive base Decausative/Passive
a. nasar ‘spread, publicize’ | intaSar / (?) innaSar:get spread’
b. nisi ‘forget’ intasa / *innasa  ‘be forgotten’

Note that cases likel83) are the rare ones. In most cases, both inrfélAraMH
(see7.2), there is no use of an atypical binyan, algfoa homorganic cluster or the
application of a phonological process is avoiddbé way. This so is because lexical
paradigms like the PEaCaC-inCaCa(aradigm and the MIEiCeC-hitCaCeCare
considerably stable, since the morpho-phonologiedétions between them are
transparent (se.3). Forming one binyan from another involves atghting a prefix

in both languages, and changing the first stem ©we the case of MH. Both

% Out of 30 PA (Galilee) speakers, 21 (70%) juddezht as ungrammatical, 4 (13.5%) said they were
not sure and 5 (16.5%) judged them as grammatical.

143



paradigms are uniform and are hardly subject tgirtarities. This demonstrates the
role of paradigmatic relations in word formationafV Marle 1985, Spencer 1988,
Corbin 1989, Anderson 1992, Steriade 2000, Stumpl 20AcCarthy 2005, Booij
1996, 2008, among others), as it blocks formatimather binyanim.

Similarly to the prohibition of a homorganic clusia MH, the morphological
system encounters a cluster of nasal consonamé iwithin inflection in the syntax.
This happens when verbs, whose last stem cons@amasal, are inflected for first
person plural in the past. The suffixa-is agglutinated to the stem and the result is an

/nr/ or /mn/cluster (34ab). However, PA allows nasal clusters in inflection

(134) PA first person plural past inflection

3rd person | 1st person plural

a. Stems that end with a [-nasal]

katab katabna ‘write’
saraq saragna ‘steal’
b. Stems that end with a [+nasal]

sakan sakanna ‘live’
rasam rasamna ‘draw’

The morphological component avoids nasal clusters ldocks verb formation
only when formed in the lexicon and, particulashen the first consonant belongs to
the prefix of a binyan and the second is a pathefstem. PA allows a case of no-
coherent boundary between a stem and an affixarsyimtax, but not in the lexicon.
This indicates that the blocking effect, due to asal cluster, is not purely
phonological due to the OCP. Nasal clusters surfécge not when one of the
consonants belongs to a derivational affix thaagglutinated to the stem as part of
word formation in the lexicon.

The morphological mechanisms of MH and PA behatfergintly with regard to
the prohibited clusters. MH does not allow homorgantusters at all. Contrarily, PA
allows nasal clusters, but not within the derivatad inCaCaCverbs. However, both
languages do not allow these clusters as part df f@@mation in the lexicon. This

provides further evidence that the grammar andciSpally, the morphological
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component, shows more sensitivity to processes #pgtly in the lexicon in
comparison to the processes that apply in the synta

The case where the same constraint is treated dogrdammar differently in the
lexicon or in the syntax, correlates with the nitiof Lexical Phonology and
Morphology (Kiparsky 1982, Mohanan 1986, Booij 1987d Goldsmith 1993) and
with Stratal Optimality Theory (Kiparsky 2000, 2QGe also McCarthy and Prince
1993, Cohn and McCarthy 1994/1998, Kenstowicz 199fgun 1996, Hale et al.
1998, Bermudez—Otero 1999, Rubach 2000, It6 andevi®02, cf. Anttila 2006).
The central hypothesis of both theories is thatnplhmgical ordering of rules reflects
morphological orderin§® Morphology is divided into three levels: stem lewgord
level and post-lexical level. Morphological and pbimgical processes apply in
tandem within each level. This predicts that phogmlal processes would interact
transparently within a level, but not necessardsoas levels, as the levels are serially
ordered. Phonological processes can therefore applparticular morphological
levels. Specifically, Anttilla (2006) provides eeiace from Finnish that the OCP is
active in stem phonology, but inactive in post-taki phonology. Finnish has a
constraint that prohibits adjacent fricatives ahid ttonstraint blocks assimilation in

the sequencesti/ and hti/ (135).

(135) Blocking in Finnish due to the OCP (cf. Alat2006)
a. hiihta-i —  hiihti (*hiihsi) ‘ski-PAST’
b.varasta-i —  varasti (*varassi) ‘steal-PAST’
In both examples in135), assibilation should apply within the stemt, las this
would yield a homorganic clustdrd (135a) or 69 (130), it fails to do so. However,
the OCP is violated across morpheme boundariesaarass words and it does not

block vowel deletion, even though it creates horapig clusters 136)%’ The same

The main difference between Lexical Phonology Strdtal Optimality Theory is that the latter has
no ordered phonological rules, and, instead, eacdhnphological level is associated with an
optimality theoretic phonological grammar (Prineel&molensky 1993). The analysis proposed in
this study can accommodate any of them.

7 Both assibilation and vowel deletion in Finnistplpfor independent reasons that are irrelevant to
this point. See Anttil§2006) for a detailed analysis.
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sequences that are blocked in (134) within the stesmot blocked when they occur
in different morphemes, e.g., across word-cliticitaaries {36a), and across words
(136a).
(136) Non-blocking in Finnish despite the OCP fdiittila 2006)

a. piirtd-i-han —  piirshan ‘draw-PAST-CLIT’

b. kuumenta-i si-tda ~ —  kuumens sitd ‘heat-PAST it-PAR’

The data from Finnish provides further support tmabrpho-phonological
constraints apply differently within the lexicondathe syntax. Although the above
mentioned theories do not relate specifically te tbxicon or the syntax, they all
contend that phonological processes work diffeyendit different levels of
representation. The case of Finnish demonstratesthe grammar tackles the OCP
differently at different boundaries, inside thensteas well as outside of it. Similarly,
in MH and in PA, the OCP blocks derivation in tlegiton, but not inflection in the

syntax.

7.4. Gaps within PA Passive Formation

| assume that PA passivization is lexical basedsolow productivity and its morpho-
phonological features, as opposed to MH and MSAipastion, which applies in the
syntax (see.3). There are many PA transitive verb<CaCaCor CaCCaCthat have
no passive counterpartsimCaCaCandtCaCCaCrespectively. Some of these lexical
gaps are arbitrary, while others result from thePOBee7.3). In addition, PA
transitive verbs in other binyanim have no passiernates. The verbs ii37) are
transitive verbs in binyanim such #&StaCaC andistaCCaC They are thematically
appropriate candidates for passivization, but hawederived passive counterparts.
Note that their MSA counterparts can easily undepgssivization by melodic

overwriting, and there are such passive verbshardanguages like MH and English.
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(137) Blocking of PA passivization

Binyan Base Derived form MSA passive
counterpart

istaxraj | --------- Pustuxrij ‘extract’
istagbal | --------- tustugbil ‘welcome’

istaCCaC istav\ﬁab --------- Pustu ﬁ'i_b ‘absorb’
istawrad = | --------- ?ustu:rid ‘import’
istatjar | --------- PustwRjir ‘hire’
istsfrad | --------- ustlrid® ‘review’
irtakab | --------- urtukib ‘commit’

- intagad | --------- ?untuqid ‘criticize’

JCEILAE iqgtardh =~ | --------- uqturih ‘suggest’
intaxab | --------- funtuxib ‘elect’
tbanna @ | --------- ftubunniya | ‘adopt’

icaicicale thammal | --------- tiaummil ‘bear, stand’
abfal | -----—--- Pubfiil ‘cancel, disarm’

aCCaC aya | - tulyiya ‘cancel’

Which factors prevent the formation of such passedds? | claim that it is not a
coincidence that PA verbs in all binyanim othemt@aCaCor CaCCaCdo not have
passive counterparts. Such gaps result from moogieal complexity that blocks
passive formation. Forming such passive verbs ig oh the passive binyanim,
inCaCaC andtCaCCaGC would involve a rather complex morpho-phonolobyn-
existing but theoretically possible forms such imj&raz or *tgarraz (‘be suggested’)
cannot be derived directly by adding only a prdfom transitive alternatesgjtaraz

‘suggest’®

Forming such verbs would also involve an interctange in which the
infix /t/ of the binyan is removed in the case afdarai. In the case of forming
*tqarrai from igtaras, the infix is also removed and the base undergeesnation.
In both options, the formation of passive verbsome of the passive binyanim
involves internal changes of the base, i.e., thwvedorm, and not just agglutination
of a prefix. The morphological component cannot di@nsuch formations and
therefore they are entirely blocked. Note that Hane transitive verlqgtaraz
‘suggest’, as well as many others, exist both inAViId PA. Its passive counterpart
can be derived easily in MSA, as this languageehasorphological mechanism that

can form it. The vocalic pattern changes intg and yieldstuqturiz ‘be suggested’.

% There are a few exceptions suchigsasab ‘rape’ andinyas'ab ‘be raped'. | assume such forms
are lexicalized and that such formations are naaive part of PA morphology.
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In contrast, passive formation of the same veftilasked in PA for the morphological
reason just discussed.

Such a restriction on word formation is typical ddrivations that apply in the
lexicon, and therefore it provides further supgorthe claim that PA passivization is
lexical. There are far fewer restrictions on themaperations that apply in the syntax,
where the morpho-phonology is more transparentlessl subject to constraints (see
3.2).

This case of blocking also supports a stem-modi6oaapproach to word
formation, rather than assuming root extracti®i.Q). If verbs in PA were formed by
extracting a consonantal root, there would not beason for gaps in passive verb
formation. Regardless of its binyan, a consonamal could be extracted from any
transitive verb. Examine, for example, the tramsitrerbitrakab ‘commit’, which has
no passive counterpart ‘be committed’. There seerbe no morphological restriction
on extracting the consonantal roek-b and inserting it into one of the possible
passive binyanim,inCaCaC or tCaCCaC This could yield non-existing but
theoretically possible forms likerirakab or *trakkabin one of the PA binyanim that
host passive verbs. However, the fact that almostuch forms exist, that is, passive
verbs are not formed on the basis of any binyaaratienCaCaCor CaCCaGC shows
that this process of root extraction does not fadkee. | contend that this is caused by
the fact that there is no such mechanism of rottaetion, at all, in the language.
Passive verbs are derived directly from their a&ctalternates by applying word
formation rules to existing words, when such agian is possible. This is performed
by stem modification, where the appropriate prafixor t- is agglutinated based on
the binyan of the active verb. When the active vsrbhot in theCaCaCor CaCCaC
binyanim, such agglutination is impossible, as @ud result in a verbal form that
does not conform to one of the existing binyaning.(&n-irtakab or *t-irtakab). Such
an analysis gives further rise to a surface-baseduat in which forms are derived
from actually occurring words, as opposed to aesysh which forms are derived by

relating to an entity that never occurs in isolatim the surface. Reference only to the
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consonantal root obscures information about thesipiisy of forming a passive

counterpart to an existing transitive verb (BattB94, Ussishkin 1999, 2005).

7.5. Gaps within MH Weak Verbs

Weak verbs demonstrate irregular morpho-phonolbgy is not an active part of the
speaker's knowledge (s€e2.1.2). This section examines verbs that havg twmb
stem consonants and that are formed in differergular templates of the binyanim
(Schwarzwald 1977, 1980, 1984s noted in several parts of this dissertatibere is
not a one-to-one relation between binyanim withardgo decausativization (see for
example,5.1.1). This is even more prominent in the uniqueug of MH transitive
weak verbs. When decausativization applies, sudbsveave different morphological
shapes. As shown i188), when a transitive verb has the prosodic sbapeCiC its
decausative counterpart can be formed in seveffdrett template§’ Some are
formed by reduplication of the second stem consbimamitCaCeC (138a), while
others occur in irregular templates sucm#&3oC, naCoG niCaC andCaC (138bf).
The selection of different templates for the dea#ius verbs in 138) results from
historical reasons. It is impossible to explain gdyonically, for example, why the
decausativecounterpart of hecifrescue’ (L38c) isnical and not *nacol, while the
decausative counterpant hefic ‘disseminate’ imafocand not hifac. Both transitive
verbshecil andhefic share the same prosodic structure and vocalienpattf heCiC
and there are no phonological or semantic factbet tould account for these

differences.

% The prefix is pronounced by some speakershes, Avhile other pronounced it abi/. The same
change also occurs in the first vowel of sam@CaCandCiCeCverbs. The selection of either form
is irrelevant to this study. See Bolozky (1999, 2f)0for the discussion of the centralization of the
vowel in such cases.
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(138) Decausativization of weak verbs with irreguteorphology

Template Transitive base Derived decausative Form
a. Reduplication| Har ‘wake X up’ hit?orer ‘wake up’
b. niCoC hezik ‘damage’ nizok ‘get damaged’
hezin ‘nourish’ nizon ‘become nourished’
c. niCaC hecil ‘rescue’ nical ‘get rescued’
hecit ‘ignite’ nicat ‘become ignited’
d. naCoC hefic ‘disseminate’ | nafoc ‘become disseminated
e. CaC he?if fly X’ af ‘fly’
henia ‘move X’ na ‘move’
f. CeC hemit ‘casue X to die’| met ‘die’

The formation of the verbs il88) is also exceptional and unproductive in terms

of innovation (se€hapter 4). Such templates rarely occur in newsénhat enter the

language. | assume such forms are lexicalized hed tormation is not part of the

morphological component in the lexicon. Indeed,hsuerbs also tend to undergo

morphological variation (se@.2.1.2) and to be formed in additional binyaninmeve

all stem consonants surface throughout the engiradigm.

What about other weak transitive verbs that cam#ieally be decausativized?

As the morphology of verbs ii188) is not productive, it is not attested in otfeems.

There are two groups of such verbs, each of whechahstrates different patterns.

The first group consists of verbs that undergo deativization manifested by

melodic overwriting £39). Similar to the formation of MH passive verti® vocalic

pattern of the verbs changes ink@ The formation of MH passive verbs is relatively

productive, as almost every transitive verb can tato a passive one by overwriting

its vocalic pattern (se8.2.6). This type pf morphology is considered senphd

transparent. It applies quite freely and does nahipulate the prosodic structure of

the base form. Due to this high transparency antphwogical simplicity, it applies

mainly in the syntax. However, it can also applyha lexicon, especially when there

is no other productive way to form predicates bjenee changing. The transitive

verbs in (39) have no decausative alternates that are formeake of the templates in

(138). The verbhesit ‘divert’, for example, could theoretically havedacausative

alternate such asnasot *nisot or *sat ‘become diverted’. However, since the

150




formation of such forms is not a part of the speakmorphological mechanism, it
fails to create such forms in addition to the emgstones in {38). Alternatively, the
morphological component applies a simpler stratdgyt is highly common in the
language, namely, melodic overwriting, with the &l pattern used for
passivization. This results in the unification ofrh of the passive and decausative
counterparts of some verbs. The vérvax ‘be/become embarrassed’, for instance,

can be interpreted as both passive and decausative.

(139) Melodic overwriting in decausativizatfGn

Transitive base Decausative derived form
hetis ‘weaken’ | hutas ‘become weakened’
hecif ‘flood’ hucaf ‘become flooded’
hesiax ‘distract’” | husax  ‘become distracted’
hesit ‘divert’ husat ‘become diverted’

This unification of the two types of verbs is atéesin some regular verbs as well.
There is a group of decausative verbs with a passierphology, e.diuksamderived
from hiksim ‘charm’ and hufta, derived fromhiftia ‘surprise’ (see6.2.2). Both
transitive verbshiksim and hiftia do not have derived counterparts in any of the
binyanim that are typical for decausativizatiorg(éniksam *hitkasem *nifta, *pata,
*hitpateg. Landau (2002) argues that they have only a dsateue interpretation and,
thusly, labels them ‘fake-passives’, while Meltz&006) suggests they are both
ambiguous and share a passive meaning. Such bl as the ones id38), can
have a passive meaning when their external arguisanterpreted as an agent.

Another group of verbs demonstrates blocking ofadeativization. The verbs in
(140) do not have a decausative counterpart, ndithehanging their vocalic pattern
as shown in X39), nor by applying the irregular morphology @88). | argue that
their irregular morphology blocks the applicatioh decausativization. Examining

their thematic grids does not explain why they dbundergo this operation, as there

0 The verbs in (138) can be classified as decawsativ addition to the possible passive meaning of
some of them. Sentences with such verbs do noil #mzexistence of an agent, as opposed to verbs
that are exclusively passive liseipar‘be told’ (see Meltzer-Asscher to appear).
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is no observed difference with other verbs thatemgd this operation. This results in

gaps of the transitive-decausative derivationahgigm.

(140) Morphological blocking of decausativization

Transitive base Decausative derived form
he?ik ‘oppres’ *ni?ok, *hit?okek, *ak, *hiRak
heni ‘dissuade’ | -------

he?iv ‘darken’ | -------

hecik ‘hasle’ | -------

hegen ‘protect’ | -------

hexis ‘speed up’ | -------

Observe, for example, the vehleAk ‘oppress’. Conceptually, there is no reason
for it not to have a decausative counterpart dagottecome oppressed’. This could
be performed either by forming such a verb in ohthe irregular templates ir188),
such as hiZok (as applies imizok ‘get damaged’) or by overwriting its melodic
pattern withu-a, resulting in huZak. However, none of the alternatives is applied. The
result is a lexical gap within the transitive-desative paradigm.

Similarly to the case of PA passivization 4, the analysis of the data
demonstrates that a word-based derivation pro\adastter account for such cases by
allowing the grammar to be as efficient as possiRtmt-based theories could account
for the formation of weak verbs in two ways. Onegbility would be to assume that
a root is stored independently in the lexicon adhapped into binyanim, and, thus,
results in morph-phonological alternations. As pras studies have shown (s24),
postulating the existence of a root as an entitgrablematic by itself. Setting this
problem aside, such an approach would have to atcdor the separate
morphological processes that would form each tetaptsf the defective verbs
separately, since such derived verbs occur in vartemplates. In addition, weak
verbs are identified by their paradigmatic relasignot all stem consonants appear in
all the forms in the paradigm), and thus the res#li is insufficient for predicting the
unique behavior of the verb. Moreover, the rooteolaapproach would have to assume
several constraints that block the applicationhase processes in case there is no

derived form (e.ghedv, heni(140)).
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Assuming root extraction cannot predict why sometgoare mapped to one
template, while other roots are mapped to another th contrast, in a word based
derivation, weak verbs are not formed by any molqgdioal process. Both basic and
derived entries are stored in the lexicon as thealbt related entries. Other weak
verbs that are candidates for decausativizatidmeeitindergo melodic overwriting,
which is a rather productive morphological process, have no decausative
counterparts at all. In case a transitive verbahasgular morphology, its decausative
alternate can be derived by transparent and priv@uatorphological processes. A
word-based account suggests an explanation to arng snorphological processes are
active and others are not, whereas a root basegiatien cannot predict such
differences. Such an analysis provides further supfor lexicalist approaches to
word formation.

7.6. Summary

This chapter reveals the blocking effect of morphonological constraints on lexical
thematic operations. It has been shown both for BBtausativization and PA
passivization and decausativization that voice gaipsot entirely arbitrary but are, in
some cases, the result of blocking by morpho-phamichl constraints. Verbs that are
conceptually possible are not derived, as suchria@ad®n would result either in the
formation of a prohibited homorganic cluster, orthe application of a phonological
process that would make the derived form lessfiditb the base form.

The above constraints demonstrate that the morgloallocomponent operates
directly on words, rather than roots and stems-@Bat994, 2001, Ussishkin 1999,
2005, among others). It has to examine both the bad the derived forms and keep
them as faithful as possible to one another by nta&inly minimal changes.

Such restrictions are mostly typical of operatidhat apply in the lexicon, in
contrast to syntactic operations and inflectiomacpsses that apply in the syntax. |
have shown in7.2 and7.3 that in both languages, MH and PA, verb fororatis
blocked in the lexicon because of a homorganictetusvhile the same cluster does

not prevent verb formation in the syntax. The @usemains intact in PA inflection
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and is mended via vowel epenthesis or consonastidelin MH. However, in both
languages there is no blocking in the formationtted relevant verbs in all their
inflectional forms. The lack of blocking is typicé the nature of the syntax, as
opposed to that of the lexicon, which is part & theoretical framework of this study.
Syntactic processes are much more productive andudnject to fewer morphological
limitations, as all slots of forms, like person aetise, have to be filled (Anderson
1981, 1992). In contrast, the lexicon allows gaps tgreater extent and, therefore,
morpho-phonological constraints have a greater anpa word formation in the
lexicon. The analysis therefore supports the cliiat morphology is an independent
component of the grammar that interacts with theéct (Aronoff 1976, Anderson
1977, 1992, Scalise 1984, Booij 1996, among othassjt can also be responsible for
blocking effects on valence changing. Each of thetactions, with the lexicon and

with the syntax, has its own characteristics amikditions.
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Chapter 8. Conclusions

This study examined the correlation between valecltanging and morpho-
phonology, focusing on lexical operations in MH &Wl. The study sheds light on the
nature of the mental lexicon and the forces thairarolved in it.

| assumed that the mental lexicon is an active awapt that contains actual
words. It is active in two independent respects:Morpho-phonological processes
apply in it and (ii) It is a computational compoh&rhere valence changing operations
apply. As traditionally argued, the lexicon invatveregularities and idiosyncrasies.
This assumption is theoretically plausible as tha@con at any rate contains finite lists
that must and can be acquired. If there are ireedigds and idiosyncrasies, the lexicon
can list them. The syntax, in contrast, is not mwventory of items. The binyanim
system is, to a great extent, chaotic and conefsésgreat deal of irregularities. The
reason for that in my view, is that most of theyaimim are formed by lexical
operations (the systematic behavior of the padeiMeforms is predicted as they are
formed as a result of a syntactic operation). Nlogless, if operations apply in the
lexicon, as argued by the active lexicon approank,would expect it not to be totally
chaotic, but to follow some rules and patternsudgested that even the selection of
the binyanim that are formed by lexical operatishews certain clear tendencies that
can be predicted based on the interaction betwleemadtic-semantic and morpho-
phonological factors that do not play a role in sigatax.

The study demonstrated that morpho-phonology isetaied to valence changing
in different ways.

The differentiation between basic and derived estin the lexicon plays a vital
role in binyan selection for new verbs that entethblanguages along the lines of
morpho-phonological criteria (chapter 4). Each leage has typical binyan(im) that
have a strong tendency to host either basis ovetkrverbs. Binyan selection in such

cases does not usually cross “basicness” boundames in case it does, it can be
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accounted for by either morpho-phonological faithéss constraints or by semantic
resemblance to existing forms.

The division of labor between binyanim in exitinyrhs is less predictable, still
there are clear tendencigSh@pter 5). In cases where there are two equabrgpfor
binyan selection for derived entries, morpho-phogyglfavors one binyan.

The interaction between morpho-phonological andngte-syntactic criteria is
dominant in morphological change of verbs. The wtexiamined the phenomenon of
morphological variationGhapter 6), where a verbs switches into an additibmyan.
The direction pf change is well motivated by botbrpho-phonological and thematic-
syntactic criteria. The change is always towards marked binyanim where there is
neither prosodic nor consonantal alternation thinowg their paradigms. Verbs that
are stored in the lexicon as derived entries areerpmne to morphological change in
comparison to basic entries, and both types ofsvémbthe lexicon have a greater
chance of undergoing a change those verbs whichtreeoutput of syntactic
operations. Transitivity boundaries are also kkpiugh binyan switching.

Morpho-phonology is also responsible for lexicaddiing. There are many basic
entries in the lexicon that are excellent candsldte undergoing valence changing,
still they fail to do so, resulting in lexical gapg/hile some gaps are still left
unexplained, it has been shownGhapter 7 that many of them can be accounted by
morpho-phonological constraints like the OCP or dlieidance of the application of
phonological processes (‘dead morphology’).

The analysis adds to various previous studiesathabcate a word-based approach
to word formation, and specifically for favoringest modification over root
extraction. Examining the selection of binyan irrbvénnovation, relations between
existing forms, morphological change and blockihgerb formation — all these cases
point out that the morphological component in tih@ngmar has to take into account
the structure of words and not relate independeatly consonantal root.

The study reveals the special interaction betweempho-phonology and the

lexicon in comparison to its interaction with thantx. This provides further support
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to previous studies that advocate the position ofpimology as an independent

component of the grammar that interfaces with otleenponents.
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Appendix I: Verb Innovation in Modern Hebrew

The appendix includes the examples of verb innowdtihave collectedCiCeCverbs

are divided into stem with 3 consonants and steittsmore than three consonants.

hiCaCeCverbs are classified according to their thematdimantic type.

When the base is in another language it is tramsdras it is pronounced in this

language, unless it was borrowed into MH. In sueses it is transcribed as

pronounced by MH speakers.

1. CiCeC

Base

Derived Verb

a. 4 or more stem consonants

1. bablat ‘nonsense’ biblet ‘speak nonesense’

2. beyca ‘egg’ bicbec ‘add an egg’

3. bakbuk ‘bottle’ bikbek ‘put in bottles’

4, baldar ‘messenger’ bilder ‘work in deliveries’

5. bulsit ‘bullshit’ bilSet ‘say nonesense’

6. bamba ‘Bamba’ bimbem ‘eat Bamba’

7. bonbon ‘candy’ binben ‘eat a candy’

8. barbikyu ‘barbeque’ birbek ‘have a barbeque'

9. Dbardak ‘mess’ birdek ‘make mess’

10. barmen ‘barman’ birmen ‘work as a barman’
11. barvaz ‘duck’ birvez ‘walk like a duck’

12. beybisiter ‘baby-sitter’ bister ‘work as a baby-sitter’
13. blender ‘blender blinder ‘blend’

14. breykdens ‘break-dance’ brikdens ‘dance a break-dance’
15. cmarmoret ‘shivering’ cimrer ‘cause shivering’
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Base Derived Verb
16. cipornayim ‘nails’ cipren ‘pull out one's nails’
17. carfatit ‘French (kiss)’ cirfet ‘kiss a French kiss’
18. carger ‘charger’ cirger ‘charge’
19. macav-ruax ‘bad mood’ civreax ‘create a mad mood’
20. caxcax ‘riffraff’ cixcex ‘turn into a riffraff
21. dikleer ‘declare’ dikler ‘declare’
22. dilver ‘deliver (a setup)’ dilver ‘deliver’
23. meduplam ‘qualified’ diplem ‘create high quality’
24. darbuka ‘durbakke’ dirbek ‘play the durbakke’
25. dorsal ‘dorsal (consonant)’ dirsel ;’;lérrr;;?’consonant into a
26. doxe-yatuSim | ‘anti-mosquito cream’ diytes ;:urzzr?]r’\ti—mosquito
27. drama ‘drama’ drimet / drimtez | ‘turn into a drama’
28. feysbuk ‘facebook’ fisbek/fiyses ;gggb‘foi,ﬁend in
29. fidbek ‘feedback’ fidbek ‘provide’
30. pikeer ‘picture’ fikcer/pikcer ‘creat a picture’
31. faks ‘fax’ fikses ‘send a fax’
32. floc fart’ filcen fart’
33. filter filter filter filter’
34. flirt flirt’ flirtet ‘flirt’
35. fantazya ‘fantasy’ fintez ‘fantasize’
36. formaet ‘format’ firmet ‘format’
37. parSan ‘commentator’ firSen ‘provide explanations’
38. forwerd ‘forward’ firved/firwerd ‘forward a message’
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Base Derived Verb
39. fotoSop ‘Photoshop’ fitSep ‘use Photoshop’
40. frizer ‘freezer’ frizer ‘put in a freezer’
41. gaRin ‘kernel’ gil?en ‘stone (a fruit)’
42. greps ‘belching gireps ‘belch *
43. germanu ‘German girmen ‘make German’
44. ad-kan x(r;:g-)pow (notused as a idken ‘update’
45. ignor ‘ignore’ igner ‘ignore (facebook)’
46. agvaniya ‘tomato’ igven ‘eat tomato’
47. eksel ‘xls file’ iksel ‘put in an xls file’
48. ekses ‘access file’ ikses ‘put in an access file’
49. alergiya ‘allergy’ ilerg ‘cause an allergy’
50. alunka ‘stretcher’ ilnek ‘carry X on a stretcher’
51. al-xus ‘no-sense (lit.)’ iIxes ‘anesthetize’
52. omdan ‘estimation’ imden ‘provide an estimation’
53. omlet ‘omelet’ imlet ‘prepare an omelet’
54. indeks ‘index’ indeks ‘put an index’
55. anfalow ‘unfollow’ infel ‘unfollow (facebook)’
56. apgreyd ‘upgrade’ ipgreyd ‘upgrade’
57. argaz ‘box’ irgez ‘put in boxes’
58. arxiv ‘archive’ irkev ‘put X in an archive’
59. asfur ‘Asfur (TV show)’ isfer ‘watch Asfur’
60. aSkenazi ‘Ashkenazi’ iSknez ‘turn X into Ashkenazi’
61. etgar ‘challenge’ itger ‘challenge’

160




Base

Derived Verb

‘handle X with kid

62. etrog ‘citron’ itreg gloves’

63. ivrit ‘Hebrew’ ivret ;:uergrgvc,ame into

64. ezrax ‘citizen’ izreax turn into a citizen’

65. jagel ‘juggle’ jingler/jingel/jigel | ‘juggle’

66. kablan ‘contractor’ kiblen ;acksn?rgcr?;?}/ jobs (like
67. kacran ‘stenographer’ kicren gepr?olgi]l:z&er’

68. kukilidea o 2 ooty C00KIES (N&MEyeq ‘eat Kukilida

69. kambek ‘comeback’ kimbek ‘perform a comeback’
70. kumkum ‘kettle’ kimkem ‘nboil water’

71. kempal ‘compile’ kimpel ‘compile *

72. kampeyn ‘campaign’ kimpen ‘make a campaign for X
73. kempres ‘compress’ kimpres ‘compress’

74. koncert ‘concert’ kincert ‘perform a concert’

75. kondom ‘condom’ kindem ‘use a condom’

76. konfigysrerSon | ‘configuration’ kinfeg ‘create a configuration'
77. keensl ‘cancel’ kinsel ‘cancel’

78. konsept ‘concept’ kinsept ‘create a concept'

79. korban ‘sacrifice’ kirben ‘make X a sacrifice’
80. kirkas ‘circus’ kirkes ‘make a circus out of X'
81. karamel ‘caramel’ kirmel ‘add caramel’

82. koraenl ‘coronal (consonant)’ kirnel ;:rgracl;r?a? consonant a
83. katalog ‘catalog’ kitleg ‘put into a catalog’

84. katnoa ‘mini-bike’ kithea ‘drive a mini-bike’
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Base Derived Verb
85. krexcen ‘complaining’ krixcen ‘complain constantly’
86. layk like liykek ool "
87. layzer ‘laser’ liyzer ‘use laser’
88. mdtarav ‘west’ mifarev ‘make X western’
89. madbeka ‘sticker’ midbek ‘put a sticker’
90. migdar ‘gender’ migder ‘classify by gender’
91. magniv ‘cool (metaphor)’ mignev ‘make cool’
92. magav ‘squeegee’ mignev ‘use a squeegee’
93. miklat ‘shelter’ miklet ‘provide a shelter’
94. mekarer ‘refrigerator’ mikrer ‘put in a refrigerator’
95. malmala ‘sheer fabric’ milmel ‘create sheer fabric’
96. mimsSak ‘interface’ mimsek ‘create an interface’
97. mamtina ‘waiting call’ mimten ‘be on hold (telephone)’
98. mingeling ‘mingle’ mingel ‘mingle’
99. minhara ‘tunnel’ minher ‘create a tunnel’
100.mankal ‘CEO’ minkel ‘work as a CEO’
101.manipulacya | ‘manipulation’ minpel ‘manipulate’
102.montaj ‘montage (graphics’) mintej ‘perform montage’
103.mer;j ‘merje’ mirjej ‘merje (applications)’
104.marker ‘marker’ mirker ‘highlight’
105.mirmur ‘bitterness’ mirmer ‘cause bitterness’
106.mesubax ‘complicated’ misbex ;:rgﬁmk;igtr:a%s’
107.maskara ‘mascara’ misker ‘put on a mascara’
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Base Derived Verb
108.maslul ‘track’ mislel ‘model’
109.madma ‘meaning’ miSmea ‘rﬁ;o;':l?rfg?n additional
110.misrad ‘office’ misred ‘turn into an office’
111.misron ‘text message’ misren ‘send a text message’
112.meser ‘message’ misrer ‘send a text message’
113.mastul ‘high (drugs)’ mistel ‘make X high (drugs)’
114.matkot ‘Matkot’ mitket ‘play Matkot’
115.maxsan ‘storeroom’ mixsen ‘turn into a storeroom’
116.mayonez ‘mayonnaise’ miynez ‘add mayonnaise’
117.meytav ‘best’ miytev ‘make the best out of X’
118.mazgan ‘air-condition’ mizgen ‘put on air-conditioning’
119.mazleg fork’ mizleg ‘use a fork’
120.mizraxi ‘eastern’ mizreax ‘make X eastern’
121.mizron ‘mattress’ mizren ‘get X into bed’
122.nektar ‘nectar’ nikter ‘drink nectar’
123.nargila ‘narghile’ nirgel ‘smoke a narghile’
124.pankek ‘pancake’ piknek ‘make pancakes’
125.pinceta ‘tweezers’ pincet ‘remove with tweezers’
126.pingwin ‘penguin’ pingwen ‘walk like a penguin’
127.poynter ‘pointer’ pinter ‘use a pointer’
128.parcuf ‘face’ pircef ‘make faces’
129.parpar ‘butterfly’ pirper L)elj(tféﬂl‘;’g, (Iike a
130.puxlac ‘stuffed animal’ pixlec ‘stuff an animal’

163




Base Derived Verb
131.postit ‘post-it (notes)’ postet ‘stick post-it notes’
132.psanter ‘piano’ psinter ‘play the piano’
133.rolerbleydz ‘rollerblades’ ribled ‘ride rollerblades’
134.ricra¢ ‘Zipper’ ricreg ‘zip’
135.rifres ‘refresh’ rifres press the refresh

button’
136.rendar ‘render’ rinder ‘render’
137.ring ‘ring’ ringen ‘ring’
138.sfaradi ‘Sephardic’ sfired ‘become Sephardic’
139.3ablul ‘snail’ Siblel ‘dress X up like a snail’
140.sof ‘end’ sifsef ‘Soourzggoed”y‘f' 0
141.safsal ‘bench’ sifsel ‘siton a bench’
142.Sagrir ‘ambassador’ Sigrer ;?npgzsggé (()Iil;e an
143.Sokolad ‘eat choclate' Sikled ‘eat chocolate’
144.sikomand ‘C-command (syntax)’ sikmend ‘C-command’
145.skroul ‘scroll’ sikrel ‘scroll’
146.3alpuxit ‘blister’ Silpex ‘urinate’
147.simen-vi ‘mark the letter V’ simnev ‘check (a checkbox)’
148.sempel ‘sample’ simpel ‘sample’
149.senvt ‘sandwich’ sindve ‘make a sandwich’
150.8islik ‘skewered meat’ Sislek ‘grill’
151.sxarxoret ‘dizziness’ sixrer ‘make dizzy’
152.Smartaf ‘baby-sitter’ Smirtef ‘work as a baby-sitter’
153.8imus xozer ‘reuse’ Smixzer ‘reuse’
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Base Derived Verb
154.3nicel ‘schnitzel Snicel ‘eat schnitzel’
155.sponja ‘floor washing ’ spinjej/sponjej ‘wash floor’
156.spoiler ‘spoiler’ spiyler/spoyler | ‘tell a spoiler’
157.sport ‘sport’ sportet ‘do sports’
158.Srimps ‘shrimps Srimpep ‘eat shrimps’
159.status ‘status’ stites ‘indicate one's status’
160.tokbek ‘talkback’ tikbek ‘talkback’
161.tafkid ‘function’ tifked ‘function’
162.tahalix ‘process, procedure’ tihalex ‘start a procedure’
163.tekstura ‘texture’ tikster ‘create a texture’
164.takwandu ‘taekwondo’ tikwend ‘perform taekwondo’
165.telefon ‘telephone’ tilfen ‘telephone’
166.telepatya ‘telepathy’ tilpet ‘perform telepathy’
167.teleprompter ‘teleprompter’ tilprempt ‘use a teleprompter’
168.tampon ‘tampon’ timpen ‘use a tampon’
169.temperatura ‘temperature’ timprer ;Elrjrg;g::z:ieght
170.tamric ‘incentive’ timrec ‘provide an incentive’
171.motivacya ‘motivation’ timvec ‘create motivation'
172.tamxir ‘pricing’ timxer fix a price’
173.tarmil ‘backpack’ tirmel gzléingli(%g
174.torpedo ‘torpedo’ tirped ‘torpedo’
175.tarxan ‘bothersome’ tirxen ‘be bothersome’
176.tavlin ‘spice’ tivlen ‘spice’
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Base Derived Verb
177 .taxbula ‘trick’ tixbel ‘trick’
178.taxles ‘practically’ tixles ‘make X practical’
179.taxsit ‘iewelry’ tixSet ‘be used as a jewelry’
180.tazkir ‘reminder’ tizker ‘remind’
181.tizmoret ‘orchestra’ tizmer ‘make sounds’
182.tremp ‘ride’ trimpep ‘take a ride’
183.treenssr ‘transfer’ trinsfer ‘transfer’
184.vazelin ‘Vaseline’ vizlen ‘use Vaseline’
185.xacocra ‘trumpet’ xicrec ‘play the trumpet’
186.xefex item’ xifcen ‘make X a useless item’
187.xaltura ‘moonlighting’ xilter ‘moonlight’
188.calaxot ‘plates’ cilxet ‘put in plates’
189.xilazon ‘snail’ xilzen :gflvl;!(e asnail (be
190.xamcan ‘oxygen’ ximcen ‘oxidize’
191.xamicer ‘Hamitzer’ ximcer ‘solve a Hamitzer riddle
192.xipes+esemes | ‘search via sms' xipses ‘sseer?/:gg’ with sms
193.yom+huledet | ‘birthday’ yimled g);?t?pize a birthday
194.myau ‘miao’ yimyem ‘make a miao sound’
195.yarkon ‘Yarkon (river)’ yirken ‘r\i’:/glrlf near the Yarkon
196.yasnuni ‘sleepy’ yisnen ‘make sleepy’
197.zugles ‘someone without a partner' | zigles ‘be single’
198.zap ‘zap’ zipzep ‘zap’
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Base

Derived Verb

b. 3 stem consonants

1. babelz ‘bubbles’ bibel ‘make bubbles’

2. Dbacal ‘onion’ bicel ‘add onion’

3. bacal ‘onion’ biclec ‘add onion’

4. bojule ‘Beaujolais’ bijel ‘drink Beaujolais wine’

5. blof ‘bluf bilef ‘bluf

6. beynoni ‘mediocre’ binen ‘make X mediocre’

7. bis ‘bite’ bisbes ‘take many bites’

8. beten ‘abdomen’ biten ‘add an internal layer’

9. bima ‘stage’ biyem ‘direct (a play)’

10. biyuv ‘sewage’ biyev fix the sewage’

11. bizar ‘bizarre’ bizer ‘make X bizarre’

12. ¢ips ‘chips’ cipep ‘take some chips’

13. cabar ‘Tsabar ciber ‘turn into a Tsabar’

14. cama ‘braid’ cime ‘make braids’

15. cinor ‘pipe’ ciner ‘install a pipe’

16. cupar ‘bonus’ ciper ‘give a bonus’

17. cet ‘chat’ citet/Cotet ‘chat’

18. deb ‘Deb (music) dibdeb make music sound fike
dubbing

19. dibag ‘debug’ dibeg ‘debug’

20. daf ‘page’ difdef ‘turn a page’

21. dijey (DJ) ‘DY dija/ dije ‘work as a DJ’

22. dak ‘thin’ dikek ‘make thin’
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Base Derived Verb
23. dilit ‘delete’ dilet ‘delete’
24. davar ‘postman’ diver ‘deliver post’
25. dvas ‘honey’ dives ‘add honey’
26. davsa ‘pedal’ dives ‘ride the bike’
27. dayal flight attendant’ diyel ;’}/grl](daasn? flight
28. deyt ‘date’ diyet ‘go out on a date’
29. ficerim ‘features’ ficer ‘add features’
30. fokus ‘focus’ fikes ‘focus’
31. fimo ‘Fimo’ fime ‘use Fimo’
32. fan ‘fun’ finfen ‘give X a good time
33. fen ‘fan’ finfen ‘use a fan’
34. fason ‘image, look’ fisen ‘project a certain mage
35. gader ‘fence’ gider ‘fence’
36. gugel ‘Google’ gigel / gogel ‘google something up’
37. glida icecream giled ‘eat ice cream’
38. grass ‘grass (drug)’ gires ‘smoke Hashish’
39. griz ‘grease’ girez ‘grease’
40. giSer ‘bridge’ gisSer ‘bridge’
41. gaz ‘gas’ gizez ‘create gas’
42. hagig ‘literary thought’ higeg ‘think literary thoughts’
43. adoni ‘sir’ idnen ‘call X sir'
44. aguna ;;Scl)jrsceeq to be granted igen ‘refuse to divorce’
45, amud ‘page’ imed ‘lay out’
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Base Derived Verb
46. aron ‘closet’ iren ‘put in a closet’
47. janana ‘craziness’ jinen ‘drive mad’
48. kecep ‘ketchup’ kicep ‘add ketchup’
49, kikar ‘square (city)’ kiker ‘create a square’
50. kelev ‘dog’ kilev g conditons
51. kolav ‘hanger’ kilev ‘hang’
52. kemax flour’ kimeax ‘use flour’
53. kaman ‘(i;(t:?(l)lir?yer;\;:’e officer kimen ‘(i)fﬁcaer;’intelligence
54. kanada ‘Canada’ kined ‘turn into Canadian’
55. kapit ‘tea spoon’ kipet ‘eat with a tea spoon’
56. kruv ‘cabbage’ kirev ‘add cabbage’
57. kis ‘pocket’ kiyes ‘pickpocket’
58. kisam ‘toothpick kiysem ‘use a toothpick’
59. kod ‘code’ koded ‘code’
60. model ‘model’ midel ‘make a model of X’
61. madona ‘a Madonna microphone’ miden ‘rl;iscer(;';lplﬁ]/l(?:eqnna
62. mador ‘section’ mider Ifr:;’fv?; ; from
63. megera ‘drawer’ miger ‘put in a drawer’
64. moked ‘focus’ miked ‘focus’
65. makaf ‘hyphen’ mikef ‘hyphenate’
66. mexona ‘machine’ miken ‘mechanize’
67. minun ‘dosage’ minen ‘use the right dosage’
68. mese] ‘message’ mise;j ‘massage’
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Base Derived Verb
69. masSov ‘feedback’ misSev ‘provide feedback’
70. muxta ‘snot’ mixet ‘spit a snot’
71. nagar ‘carpenter’ niger ‘drill someone's brain’
72. menuval ‘bastard’ nivel ‘turn into a bastard’
73. naxs ‘very bad’ nixes ‘bring bad luck’
74. ot ‘signal’ otet ‘signal’
75. pica ‘pizza’ pice ‘eat pizza’
76. pidef ‘pdf file’ pidef ‘create a pdf file’
77. pedal ‘pedal’ pidel/ fidel ‘pedal’
78. pudra ‘powder (cosmetics)’ pider ‘powder’
79. pawz ‘pause’ pitez ‘pause’
80. polis ‘polish piles/ files fmiiccad
81. panika ‘panic’ pinek ‘cause panic’
82. panasim ‘black eyes’ pines ‘create black eyes’
83. parsa ‘U turn' pirses / pirse ‘make a U turn’
84. parva ‘fur’ pirve ‘make X full of fur’
85. pasta pasta piste ‘prepare pasta’
86. petek ‘note’ pitek ‘put a note on’
87. patis ‘hammer’ pites ‘use a hammer’
88. pax ‘garbage can’ pixex ‘g‘;grrg:gz,into the
89. paytan ‘liturgical poet’ piyet ‘write poetry’
90. postit ‘post it (notes)’ postet ‘put on post-it notes’
91. ribua ‘square (geometry) ribea ‘turn into a square’
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Base

Derived Verb

92. rebeys ‘rebase’ ribes ‘rebase’

93. rimuv ‘remove rimev ‘remove’

94. rap ‘rap’ riprep ‘sing rap’

95. riset ‘reset’ riset ‘reset’

96. rotev ‘sauce’ ritev ‘add sauce’

97. rir ‘saliva’ riyer ‘drool’

98. Samay ‘appraiser’ Sime ‘provide an estimation’
99. sabal ‘porter’ sibel Egrrtgr,things like &
100.5&ava ‘wax’ Sitev ‘use wax’

101.sika ‘clip’ sikek ‘clip X together’
102.sakit ‘plastic bag siket ‘put in a plastic bag’
103.skrol ‘scroll sikrel ‘scroll’

104.soler ‘diesel fuel siler ‘use diesel fuel’
105.salsa ‘Salsa’ siles ‘dance a Salsa dance’
106.salat ‘salad’ silet ‘add salad’
107.Samay ‘appraiser’ Sime ‘provide an estimation’
108.esemes ‘text message (sms)’ simes ‘send a text message’
109.Sampo ‘shampoo’ Simpe ‘use shampoo’
110.8endi ‘Shandy’ Sinde ‘make Shandy’
111.send ‘send (button)’ sined ‘press the send button’
112.Sipud ‘skewer’ Siped ‘grill (metaphor)’
113.Sura ‘row’ Sire ‘stand in a row’
114.Suv ‘market’ Sivek ‘market’
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Base Derived Verb
115.Sem ‘name’ Siyem ‘give X a name’
116.spid ‘Speed (game)’ spided ‘play Speed’
117.tokef validity tikef ‘make X valid’
118.tiemay ‘TMI (too much information)’ | timye(t) ir;]r%\;ir?]gtggg,much
119.tanur ‘over’ tiner ‘put in an oven’
120.tofu ‘tofu’ tipe ‘eat tofu’
121.tipes ‘stupid’ tipes ‘pretend to eb stupid’
122.tapet ‘wall cover’ tipet ‘put wall covers'’
123.teSer ‘tip’ tiSer ‘tip’
124 tiSu ‘kleenex’ tises ‘provide kleenex’
125.tost ‘toast’ tistest ‘make a toast’
126.titul ‘diaper’ titel ‘put on a diaper’
127.tavla ‘chart’ tivie ‘creat a chart’
128.txina ‘Tahini’ tixen ‘add Tahini’
129.taxman ‘manipulator’ tixmen ‘be manipulative’
130.tik file’ tiyek ‘put in a file’
131.tiv ‘quality tiyev ‘improve the quality’
132.tizer ‘teaser tizer ‘tease’
133.tof ‘from’ tofef ‘tofef’
134.transfer ‘transfer’ trinsfer ‘transfer’
135.xacil ‘eggplant’ xicel ‘add eggplants’
136.xedek ‘trunk (elephant)’ xidek ;(r:lrjiife a shape of a
137.xefec item’ xifcen ‘turn into a useless item
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Base Derived Verb
138.xagav ‘grasshopper’ xigev ‘hold a grasshopper’
139.xamucim ‘pickles’ ximcec ‘add pickles’
140.xumus ‘humus’ ximes ‘add hummus’

141 . xarif ‘hot (sauce)’ xiref ‘add hot sauce’
142.xaSis ‘Hashish’ xises ‘smoke Hashish’
143.xitul ‘diaper’ xitel ‘use a diaper’

144 xatuv ‘well-built (person)’ xitev ‘make X well-built’
145.xayal ‘soldier’ xiyel ‘turn into a soldier’
146.xut ‘wire’ ‘xivet’ ‘wire’

147.xok ‘law, rule’ xokek ‘make rules’
148.yediduti ‘friendly’ yided ‘make X friendly’
149.meyutar ‘redundant’ yiter ‘make X redundant’
150.yatus ‘mosquito’ yites ‘bring mosquitoes’
151 twiter ‘twitter’ tiyet ‘use twitter’
152.hazaa ‘sweat’ yizea ‘make sweat’
153.yomemut ‘commuting’ yomem / yimem | ‘commute’
2.hiCCiC

Base Derived Verb

1. blondini ‘blond’ hivlind ‘become blond’

2. Dbsisi ‘basic’ hivsis ‘make X basic’

3. fles ‘flash’ hiflis ‘use flash’

4. flas flush’ hiflis ‘flush down the toilet’
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Base Derived Verb
5. flik ‘a spank’ hiflik ‘spank’
6. flor fluoride’ hiflir ‘use fluoride’
7. kahal ‘crowd’ hikhil ‘make crowded'
8. Kkalil ‘light’ hiklil ‘lighten up
9. kalus ‘slight’ hiklis ‘make slight
10. katom ‘orange’ hiktim ‘paint orange'
11. keres ‘belly’ hikris ‘grow a belly’
12. Klik ‘click’ hiklik ‘click’
13. krees ‘crash’ hikris ‘crash an application’
14. maxaze ‘play’ himzix ‘make into a play’
15. musag ‘idea’ himsig ‘make something concrete
16. nasix ‘prince’ hinsix ‘turn X into a prince’
17. nozli ‘liquid’ hinzil ‘make liquid’
18. pliz ‘pleas’ hifliz ‘say please’
19. reSet ‘mesh’ hirsit ‘score a goal’
20. sagol ‘purple’ hisgil ‘paint/become purple’
21. seret ‘movie’ hisrit ‘make a movie’
22. Skifut ‘transparency’ hiskif ‘create transparency’
23. skini ‘skinny’ hiskin ‘make skinny’
24. Slif ‘reday to be pulled out’ hislif ‘Orz?ke ready to be pulled
25. slik ‘hiding place’ hislik ‘hide’
26. Sluk ‘sip’ hislik ‘take a sip’
27. Snac ‘a noon nap’ hisSnic ‘take a noon nap’
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Base Derived Verb
28. snif ‘a sniff’ hisnif ‘sniff’
29. snob ‘snob’ hisnib ‘make X snobbish’
30. spam ‘spam’ hispim ‘send a spam’
31. Spic ‘sharp edge’ hisSpic ‘make sharp’
32. spix ‘semen’ hiSpix ‘ejaculate’
33. Spric ‘a squirt’ hiSpric ‘squirt’
34. friz ‘freeze’ hifriz ‘freeze’
35. Sriri ‘muscular’ hisrir ‘make X muscular’
36. stres ‘stress’ histris ‘cause stress’
37. 3Svic ‘a brag’ hisvic ‘brag’
38. swit¢ ‘switch’ hiswi¢ ‘switch’
39. varod ‘pink’ hivrid ‘become pink’
40. xarig ‘exceptional’ hixrig ‘make exceptional’
41. xlor ‘chlorine’ hixlir ‘use chlorine’

175




3. hitCaCeC

Base Derived Verb

a. Decausatives
1. came ‘thirsty’ hictame ‘become thirsty’
2. canum ‘very thin’ hictanem ‘become very thin’
3. carud ‘hoarse’ hictared ‘become hoarse’

. - , .. ‘become tall like a
4. jirafa giraffe hijdaref giraffe’
5. jifa ‘dirt’ hijdayef ‘become extremely diry’
6. kanadi ‘Canadian’ hikaned ‘become Canadian’
7. smartut rsalg,)m'ss've person (lit- | hismartet ‘become wimpy’
8. sikul ‘metathesis’ histakel ‘undergo metathesis’
9. SikSuk ‘shake’ hiStakSek ‘become shaky’
10. snob ‘snobbish’ histaneb ‘become snobbish’
11. senili ‘senile’ histanel ‘become senile’
12. Sipua ‘slope’ hiStapea ‘become incline’

. . . . . ‘become crowded like
13. sardin sardine (fish) histarden sardine’
14. Savac ‘stroke’ hiStavec ‘suffer a stroke’
15. obsesya ‘obsession’ hita?abses ‘become obsessed’
16. afisat-koxot ‘exhaustion’ hit?afes ‘become powerless’
17. ani ‘poor’ hit?ana ‘become poor’
18. apasd ‘extremely tired" hit?apes ‘become exhausted,
: p indifferent’

19. asan ‘smoke’ hit?asen ‘become full of smoke’
20. iyur ‘urbanization’ hit?ayer ‘undergo urbanization’
21. behema ‘beast’ hitbahem ‘become rude’
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Base Derived Verb
22. biryon ‘bully’ hitbaryen ‘become a bully’
23. boc ‘mud’ hitbocec ‘get dirty by mud’
24. frexa ‘bimbo’ hitfarex ‘become a bimbo’
25. feyd ‘fade’ hitfayed ‘fade’
26. gus ‘chunk’ hitgoSes ‘become a chunk’
27. kiconi ‘exterenist’ hitkacen ‘become extremist’
28. helem ‘shock’ hithalem ‘become shocked’
29. kecer ‘short circuit’ hitkacer ‘have short circuit’
30. kali ‘easy hitkalel lighten up, become

easy

31. kunefa xg%;;d unattractive hitkanef ‘become ugly’
32. keres ‘elly’ hitkares L?aelﬁ/c,’me fat, have a big
33. ketem ‘stain’ hitkatem ‘become full of stains’
34. kasis ‘elderly person’ hitkoSes ‘become old’
35. laflaf ‘wimpy’ hitlaflef ‘become wimpy’
36. lulav ‘ceremonial palm frond’ | hitlavlev Eﬁ;;?/r)r?e shaky (like a
37. memuca ‘average’ hitmacea become like the average
38. mugla ‘pus’ hitmagel ‘get filled by pus’
39. mastul ‘high (drugs)’ hitmastel ‘get high/stoned’
40. matun ‘moderate’ hitmaten ‘become moderate’
41. muxan ‘ready’ hitmaxen ‘become ready’
42. namer ‘tiger’ hithnamer ‘become like a tiger’
43. nazelet ‘a runny nose’ hithazel ‘have a runny nose’
44, parva ‘fur’ hitparve ‘become full of fur’
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Base Derived Verb
45. pas ‘stripe’ hitpaspes ‘become full of stripes’
46. paxdan ‘coward’ hitpaxden ‘become frightened’
47. plonter ‘knot’ hitplanter ‘get complicated’
48. ratev ‘hungry’ hitra?ev ‘become hungry’
49. raze ‘thin’ hitrazrez ‘become thin’
50. xacuf ‘audacious’ hitxacef ‘become audacious’
51. xnana ‘nurd’ hitxanen ‘turn into a nurd’
52. yabelet ‘wart’ hityabel ‘become full of warts’
53. yeled ‘child’ hityaled ‘become childish’
54. ogen ‘anchor’ mit?agen Qz(l;?eme anchored,
55. anan ‘cloud’ hit?anen ‘become cloudy’
56. geSem ‘rainy’ yitgaSem ‘become rainy'
57. puxlac ‘stuffed animal’ hitpaxlec ‘Sbheoccokrgg' exremely
58. parix ‘crispy’ hitparex ‘become crispy’
59. parter ‘puncture’ hitparcer ‘become screwed up’
60. kempal ‘compile’ hitkampel ‘become compiled’
61. konfigyare®n ‘configuration’ hitkanfeg ‘undergo configuration’
62. xasmal ‘electricity’ hitxaSmel ‘get electrified’
63. ba?sa ‘setback’ hitba?es ‘become depressed’
64. pirxax ‘a hoodlum’ hitparxex ‘become a hoodlum’
b. Reflexives
1. sinjer ;i;r;E?se an unpleasant histanjer ;?skl? on an unpleasant
2. Sampo ‘shampoo’ histampe ‘took a shower using

Sampoo’
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Base Derived Verb
3. ambatya ‘bath’ hit?ambet ‘take a bath’
4. Sixva ‘layer’ hiStaxvev ‘put on many layers’
5. iglu ‘igloo’ hit?agle ;Sltgoc?neself into an
6. bacal ‘onion’ hitbacel ‘ap#to?]?omany layers like
7. bunker ‘bunker’ hitbanker L?J‘rtﬂfenr.ese” into a
8. hivris ‘brush’ hitbares brush oneself
9. fokus ‘focus’ hitfakes ‘be in focus’
10. galxac ‘shaving and polishing’ | hitgalxec ssr? ;\}/Se, and polish one’s
11. garin ‘nucleus’ hitgarten ;?Jge%?eviggpvxi,th
12. kipod ‘hedgehog’ hitkaped ‘(ﬂgggeohnoegs),elf up (like a
13. korban ‘sacrifice hitkarben ‘St;::r:ig:ee’self into &
14. meril ‘coat’ hitma?el ‘put on a coat’
15. magen ‘shield’ hitmagen ‘protect oneself’
16. maskara ‘mascara’ hitmasker ‘put mascara’
17. pica ‘compensate’ hitpaca ‘compensate oneself
18. pijama ‘pajamas’ hitpajem ‘put on pajamas’
19. poza ‘pose’ hitpozez frrrisgzr:tlzpese”
20. xagigi ‘festive’ hitxageg ‘dress up’
21. xagora ‘seat belt’ hitxager ‘put on a seat belt’
22. xatix ‘handsome’ hitxatex ‘dress up’
23. yafyuf ‘gorgeous’ hityafyef ‘adorn oneself’
c. Reciprocals
1. cirfet ‘give a French kiss'’ hictarfet kiss each other a Freng

kiss’
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Base Derived Verb
2. esemes ‘text message' histames izgg;gnees,amther text
3. dibeyt ‘debate’ hidabet ‘argue in a debate’
4. arnav ‘rabbit’ hit?arnev ‘have sex like rabbits’
5. mekax ‘purchase’ hitmakeax ‘bargain’
6. miSpat ‘trial, sentence’ hitmaSpet ‘argue as two lawyers’
7. meyl ‘mail’ hitmayel ‘get in touch by email’
8. navax ‘bark’ hithnabeax ‘bark at one another’
9. faks fax hitfakses Send faxesto one
10. pulmus ‘debate’ hitpalmes ‘argue with’
11. vikuax ‘argument’ hitvakeax ‘argue with’
12. yadid friend’ hityaded ‘become friendly with’
d. Others
1. cabim ‘turtles’ hictabe ;llijertligst,he sun like
2. aclan lazy’ hit?acel ‘be lazy’
3. aluka ‘leech’ hit?alek ‘act like a leech’
4, axzar ‘cruel’ hit?axzer ‘act cruelly’
5. kivsa ‘sheep’ hitkaves ‘obey like sheep’
6. misken ‘miserable, poor’ hitmasken ‘pretend to be miserable
7. misken ‘poor’ hitmasken ‘pretend to be poor’
8. navi ‘prophet’ hitnabe ‘prophesify’
9. nexmad ‘nice’ hithaxmed ‘pretend to be nice’
10. parcuf ‘face’ hitparzef ‘make faces’
11. piyut ‘liturgical poem’ hitpayet ‘make up poets’




Base Derived Verb

12. romanti ‘romantic’ hitrament ‘be romantic’

13. xole ‘sick’ hitxala ‘pretend to be sick’

14. xantaris ‘worthless person’ hitxantres ‘act foolishly’

15. xatul ‘cat’ hitxatel ‘act like a cat’

16. xazir ‘pig’ hitxazer ‘eat like a pig’

17. ahbal ‘stupid’ hitahbel ‘pretend to be stupid’

18. hamum ‘astonished’ hithamem pretend to be
astonished’

19. Sokolad ‘chocolate’ histakled ‘eat chocolate’

20. yarkon ‘Yarkon (river)’ hityarken ;t(aalﬁﬁoi,"valk near the

21. xeyfa ‘Haifa’ hitxayfen ‘go to Haifa’

22. piknik ‘picnic’ hitpaknek ‘have a picnic’

23. parvar ‘suburb’ hitparver ‘move to the suburbs’

24. lap ‘lap’ hitlapep ‘sit on someone's lap’

25. exut ‘quality’ hit?axet ‘spend quality time’

26. gan ‘kindergarden’ hitganen ‘work in a kindergarden’

27. kinoa ‘quinoa’ hitkane ‘eat quinoa’
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Appendix Il: Verb Innovation in Palestinian Arabic

The appendix includes the examples of verb innowdthave collectedCaCaCverbs

are divided into stem with 3 consonants and steittsmore than three consonants.

tCaCCaCuverbs are classified according to their themadimantic type.

When the base is in another language it is tramsdras it is pronounced in this

language, unless it was borrowed into MH. In sueses it is transcribed as

pronounced by MH speakers

1.CaCCaC

Base

Derived Verb

a. 3 stem consonants

1. ahl ‘family’ ahhal ‘welcone, say ahlan’
2. umma ‘nation’ ammam ‘nationalise’

3. iks X’ akkas ‘put an X on somebody’
4. as:ir ‘juice’ fass‘ar ‘squeeze (fruit)’

5. fasa ‘super’ fassa ‘give someone supper’
6. falam ‘world’ fawlam ‘globalize’

7. sid holday sayyad celebrate a elgous)
8. bhar ‘spice’ bahhar ‘season, spice’

9. breyk ‘brake’ barrak ‘apply brakes’

10. basi:f ‘simple’ bassdt ‘simplify’

11. bol ‘urine’ bawwal ‘urinate’

12. dahab ‘gold’ dahhab ‘gild’

13. d'ef ‘guest’ d*ayyaf ‘receive hospitably’
14. hidpis ‘print’ dabbas ‘print’

15. fiks fix’ fakkas fix’
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Base Derived Verb
16. faks ‘fax’ fakkas/faksas ‘send a fax’
17. ful ‘full’ fallal/fawwal fill up (patrol)’
18. finig ‘finish’ fannas end an employee's
contract
19. fri:z ‘freeze’ farraz ‘freeze (trans.)’
20. ftur ‘breakfast’ fatt*ar ‘give breakfast to’
21. fe? ‘fe' (gensture)’ farfa? ‘say fe', fe' all the time
) (speech defect)’
22. hawa ‘air’ hawwa ‘air out, ventilate’
23. yahu:di ‘Jewish’ hawwad ‘Judaise’
24. hit ‘heat’ hayyat ‘heat’
. . , . ‘bind (originally cover
25. jild leather jallad with leather)
26. jisr ‘bridge’ jassar ‘bridge’
27. kopi ‘copy’ kabyar ‘copy’
28. Kli:n ‘clean’ kallan/kalnit ‘clean’
29. kolon ‘cologne’ kalyan ‘use cologne eater’
30. krem ‘cream’ karram ‘use cream’
31. kes ‘cash’ kayyas ‘cash a check’
32. kuhl ‘eye ointment’ kahhal put e’ye ointment on the
eyes
33. lo:n ‘color’ lawwan ‘color’
34. lifa ‘sponge gourd’ layyaf ‘scrub’
35. milh ‘salt’ mallah ‘add salt’
36. markaz ‘center’ markaz ‘centralize’
37. mis ‘miss’ masmas ‘make a missed call’
38. masa: ‘evening’ massa ‘say good evening’




Base Derived Verb
39. megij ‘message’ massaj ‘send a text message’
40. muxx ‘brain’ maxxax ‘brainwash’
41. numra ‘number’ nammar ‘number’
42. pork ‘park’ parrak/barrak ‘park’
43. galam ‘pen’ gallam ‘mark’
44, gma:t ‘diapers’ gammat ‘change, diaper’
45. ga:nu:n Taw’ gannan ‘limit, restrict’
46. gza:z ‘glass’ gazzaz ‘install glass’
47. ragam ‘number’ raggam ‘number’
48. revezen ‘revision’ ravvaz ‘review’
49. Siber ‘handspan’ Sabbar ‘measure in handspans
50. sfabah ‘morning’ s‘abbd ;k?ll()ersr]sinv;i’th good
51. esemes ‘text message (sms)’ sammas ‘send an text message’
52. sinn ‘tooth’ sannan ‘cut one’s teeth’
53. carj ‘charge’ Sarraj ‘charge’
54. su:q ‘market’ sawwaq ‘market’
55. sot ‘voice’ sfawwat ‘vote’
56. s'ef ‘summer’ s'ayyaf ;/?/znguﬂrfmseurrglrgter{/es’
57. syajj ‘fence’ sayyaj ‘fence’
58. ¢ek ‘check’ Sayyak ‘check (in a checkbox)’
59. sayn ‘sign’ sayyan ‘sign’
60. seyv save’ sayyaf ‘save a file’
61. teep ‘tap’ t‘abfab ‘tap’
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Base Derived Verb
62. tawa:bel ‘spices’ tabbal ‘season, spice’
63. tabu ‘land registry office’ tawwab ‘register’
64. taij ‘crown’ tawwaj ‘crown’
65. t'o:q ‘collar tfawwaq ‘surround, encircle’
66. wasem ‘tattoo’ wasSam ‘tattoo’
67. mxallal ‘pickle’ xallal ‘pickle’
68. zift ‘tar’ zaffat ‘tar’
69. zirr ‘button’ zarrar ‘button’
70. zeit ‘oil zayyat ‘oil
71. hadd ‘limit’ haddad ‘set, limit’
72. haSi:§ ‘hashish’ hassas ‘smoke hashish’
b. 4 or more stem consonants
1. barna:mij ‘program’ barmaj ‘plan, program’
2. dublgj ‘dubbing’ dablaj ‘dub’
3. dipres ‘depress’ dabras ‘make X depresses’
4. durbakke ‘darabukka’ darbak ‘play the darabukka’
5. formyslo ‘formula’ farmal ‘formulize’
6. formeet ‘format’ farmat ‘format’
7. histria ‘hysteria’ hastar ‘become hysterical’
8. jumruk ‘customs’ jamrak ‘clear through customs’
9. jangel ‘jungle’ jangal ‘juggle’
10. jetleeg ‘jet lag’ jatlag ‘suffer a jet lag’
11. kahraba ‘electricity’ kahrab ‘electrify’
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Base Derived Verb
12. kala:bes ‘hanfcuffs’ kalbas ‘handcuff’
13. keensel ‘cancel’ kansal ‘cancel’
14. kuskus ‘couscous’ kaskas ‘eat/make couscous’
15. makyaj ‘make up’ makyaj ‘put make up on X’
16. miz?ari small, minimized’ maZar ‘minimize (a window)’
17. n3rvas ‘nervous’ narvaz ‘make nervous’
18. SifSef ‘rub’ SafSaf ‘rub’
19. senter ‘center’ santar ‘centralize’
20. servis ‘service’ sarvas ‘provide service’
21. telofoun ‘telephone’ talfan ‘telephone’
2.tCaCCaC

Base Derived Verb
a. Decausatives
1. amrika ‘America’ t?amrak ‘become Americanized’
2. azme ‘crisis’ t?azzam ‘reach a crisis’
3. fSirq ‘root’ tfarwaq ‘become rooted’
4. hawa ‘air’ thawwa ‘get aired out’
5. kahrabe ‘electricity’ tkahrab ‘get electrocuted’
6. markaz ‘center’ tmarkaz ‘become centralized’
7. norves ‘nervous’ tnarvas ‘become nervous’
8. armala ‘widow’ trammal ‘be widowed’
9. wahel ‘mud’ twahhal ‘get muddy’
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Base Derived Verb
b. Reflexives
1. mazgan ‘air-conditioning’ tmazgan ;?_%Io?]ré?tfoer';#;der the
2. badle ‘suit’ tbaddal ‘put on a suit’
3. dus ‘shower’ (t)dawwas ‘take shower’
4. juzda:n ‘wallet/purse’ tjazdan ‘use a wallet/purse’
5. keezul ‘casual’ tkazwal ‘put on casual cloths’
6. kundara ‘shoe’ tkandar ‘put on shoes’
7. ktef ‘shoulder’ tkattaf ‘fold one's arm’
8. mikyaj ‘make up’ tmakyaj ‘put on make up’
9. hiStaxlel ‘become upgraded’ tSaxlal ‘upgrade oneself
10. hija:b ‘veil thaja:b ‘put on a veil’
11. hinna ‘hennd thanna ‘henna one's hair’
c. Reciprocals
1. bizmos ‘business’ tbaznas ‘do business together’
2. faks ‘fax’ tfaksas ‘send each other faxes’
d. Others
1. baxil ‘parsimonious’ tba:xal ‘behave parsimoniously
2. fadl ‘gesture’ tfadd*al ‘be kind to’
3. falsafe ‘philosophy’ tfalsaf ‘philosophise’
4. ahbal ‘stupid’ tha:bal ‘pretend to be stupid’
5. kasla:n ‘lazy’ tkaslan ‘be lazy’
6. ras ‘head’ tra??as ?ﬁ;‘;ghair' be in
7. Sadfer ‘smart’ tSa:tar ‘be a wise guy’
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Base Derived Verb
8. uf ‘oof (a sigh)’ t?af?af ‘'sigh, oof’
9. fasa ‘diner’ tfassa ‘eat supper’
10. yada ‘lunch’ tyadda ‘have lunch’
11. jaisus ‘spy’ tjassas ‘spy’
12. suq ‘market’ tsawwaq ‘shop’
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