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ABSTRACT

Consonant Harmony is one of the most intriguing and studied phenomena in language
acquisition. It is defined as long distance consonant-consonant assimilation, i.e. through an
intervening vowel (e.g. /soup/ ‘soap’ — [pop]). Generally, Consonant Harmony is considered
to be a simplification strategy helping the child to deal with the task of language
development. However, there is no consensus regarding what motivates its use. Previous
proposals include: (a) segmental motivation, i.e. replacing “difficult” with “easy” consonants;
(b) phonotactic motivation, i.e. avoiding certain consonantal sequences (or disharmonic
sequences in general); and (c) prosodic motivation, i.e. simplifying the segmental complexity
of the utterance in order to enhance the acquisition of new prosodic structures.

The present study investigates the motivation behind Consonant Harmony using
longitudinal data from two children acquiring Hebrew. The analysis suggests that Consonant
Harmony may have multiple sources and it cannot be treated as a single distinct phenomenon,
at least for the child subjects in this study. From a phonological point of view, Consonant
Harmony may serve to replace unacquired segments and simplify the articulation of difficult
sequences and complex structures.

From a general perspective in which speech is viewed as “data processing”, Consonant
Harmony may be related to the representational system and to speech planning processes; the
long term use of certain harmonized words suggests that Consonant Harmony can be a lexical
phenomenon stemming from underdeveloped representational system. The existence of many
isolated cases of Consonant Harmony with no apparent motivation and the relative rareness
of clear consonant-consonant assimilations question the idea that the children operate a
grammatical rule of Consonant Harmony and support the hypothesis that the Consonant
Harmony stems from speech planning errors. In addition, it is found that Consonant Harmony
often occurs on the first use of a target word, even if the structure and content of the word are
not expected to be difficult for the child. This finding can be attributed to either poor
representation of the target word or to faulty planning.

In addition, the present study analyzes the properties of Consonant Harmony as
normally performed in studies of the topic. The interaction of Consonant Harmony with stress
and the directionality of assimilation support to some extent the hypothesis that Consonant
Harmony is influenced by prosodic development. The tendency of one child to prefer
sonorant targets suggest that Consonant Harmony can also be motivated by segmental

factors. However, the analysis does not support previous claims that Consonant Harmony



involving place of articulation is governed by a clear trigger-target hierarchy. I propose that a
trigger-target hierarchy (if such exists) is dependent much on input frequency and individual
factors.

The present study also deals with the seemingly trivial question “How to identify a case
of Consonant Harmony when you see one”. It is often the case that harmonized productions
can be described as the result of both assimilation and context-free substitutions, such as
velar fronting (e.g. the pronunciation of /'tuki/ ‘parrot’ as ['tuti] in which the k& — ¢ change
can be viewed as assimilation or the context-free fronting of the k) . In this study, I propose a
statistically based method to separate unambiguous Consonant Harmony from potential
context-free substitutions. With this method I show that a large part of the harmonized words
produced by the children can be attributed to context-free substitutions, and thus suggest that
Consonant Harmony may not be as common as previously assumed. Nevertheless, I argue
that certain identification (or dismissal) of Consonant Harmony is not always possible since
we do not know, in principle, the exact mechanism behind a given deviation from the adult
target word.

Finally, the results of the present study are affected to some degree by inter-subject
variation. The children in this study exhibited differences both in the use of Consonant
Harmony (pervasiveness, duration, etc.) and in general language development (segmental,
prosodic and lexical). These findings, other than being indicative of individuality in language

acquisition, limit the extent to which general conclusions can be made.
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1. Introduction

Consonant Harmony (hereinafter, CH) is defined as assimilation between non-adjacent
consonants (e.g. Cruttenden 1978), as in English /dog/ ‘dog’ — [gog] or Hebrew /panas/
‘flashlight’” — /nanas/. It is relatively rare in adult languages (Hansson 2001), and there are
no known languages with harmony involving primary place of articulation (Pater and Werle
2003)." In contrast, CH has been widely reported in the speech of children acquiring various
languages; a partial list includes:* English (Lewis 1936/1951), Dutch (Levelt 1994), German
(Stern and Stern 1907), French (Deville 1891), Italian (Keren-Portnoy et al. 2009), Spanish
(Macken 1978), Greek (Drachman 1975), Hebrew (Ben-David 2001) and the following
languages (Vihman 1978 and references therein): Estonian, Czech, Slovenian and Chinese.
In addition to the abundant and cross-linguistic appearance of child CH, it has been found
that harmony involving primary place of articulation is the most common type of child CH
(Berg 1992, Goad 1997, Pater 1997).

The seeming universality of CH in child language and the apparent differences between
child and adult CH have made child CH the topic of many studies. Some of the main research
questions addressed in the literature relate to the source of CH, its phonological
characteristics, its relation to adult grammars and its status in the course of acquisition. These
questions and related studies will be discussed in the next section.

In the present study, I examine CH in the acquisition of Hebrew. The first part of the
study is devoted to developing a method for separating true consonant-consonant assimilation
from other context-free substitutions, an often undertreated issue. Applying the proposed
method to the examined corpora reveals that a good many harmonized productions can be
attributed to context-free assimilation and this may suggest that pervasiveness of CH in child
language has been previously overrated.

In the second part of the study, I analyze the harmonized productions that were filtered
in the first part, trying to find a possible account for each one. The analysis reveals several
possible functions for CH; it can be used to replace unacquired segments in general or in

certain prosodic positions, resolve difficult consonant sequences and compensate for

' Hansson (2001) provides a list of about 100 languages and dialects (including some extinct ones) that have
some form of CH (some have more than one type of CH). He does not specify the number of languages
examined in total but claims that the survey was extensive. If these data represents all existing cases of CH then
only about 2% of the world’s languages (6909 according to Lewis 2009) have CH. On any event, the claim of
the present study is that child CH is substantially different from adult’s CH so the exact pervasiveness of adult’s
CH is not crucial.

? In general, I have cited the earliest or most notable study to report CH for each language.



prosodically complex productions. In many cases CH is observed on the first attempt of a
target word, even if there is no apparent phonological need for using CH. In some cases it
seems that CH is lexicalized as some words are harmonized consistently for long periods of
time while the data in general do not provide evidence for a productive use of CH. The
existence of many harmonized tokens for which there is no apparent motivation suggests that
CH can be some form of non-productive error, much like adult slips of the tongue.

In the third and last part of the study, I analyze the properties of CH, focusing on its
interaction with the segmental and prosodic development. The present study does not support
previous claims that place harmony is governed by markedness hierarchies; for the children
in this study, input frequencies seem to offer a better account for their trigger-target choice.
In addition, the great diversity of trigger-target combinations and the fact that some of the
most common triggers are also the most common targets indicate that CH is not exclusively
dominated by segmental factors. Regarding manner harmony the picture is less clear - for one
child, trigger-target selection reflects input frequency, while the other child tends to
assimilate more sonorant to less sonorant consonants.

The analysis of prosodic factors reveals some positive correlation with CH. It is found
that when the trigger and the target are in differently stressed syllables, a stressed trigger is
preferred over an unstressed trigger. In addition, the directionality of assimilation between
identical prosodic positions (e.g. onset-onset) seems to be correlated with the order of
acquisition, namely that the prosodic word is acquired from right to left and newly acquired
positions are assimilated to well-established ones. On the other hand, directionality of
assimilation between onset and coda is less consistent with the order of acquisition, and in
general the findings presented here are not absolute and have many counter examples.

One remarkable observation made in the present study is inter-child variation. The
participants in the study differed from one another in several aspects: rate of development,
extent of use in CH (and other processes), order of prosodic acquisition, etc. These
differences highlight the individuality factor in the course of acquisition. However, these

individual differences also limit the possibility to reach large scale generalizations.



2. Literature review

The fact that children harmonize words which are non-harmonic in the ambient language
naturally brings up the question - why? The literature contains different proposals for the
source of CH. These hypotheses depend much on the data available to the authors and on the
theoretical framework they adopt. The latter was often a key factor in previous reviews of the
phenomenon - studies were contrasted based on the formal treatment they proposed for CH,
which often masked similar views of its cognitive source. This review attempts to bring
previous studies to a common ground by “hiding” differences that stem from the choice of

theoretical framework and adopting a functionalist point of view.

2.1 The source of Consonant Harmony

CH has been proposed to be some kind of a simplification mechanism, which helps the child
handling the language acquisition task, by reducing the number of articulatory gestures (e.g.
Waterson 1978, Klein 1981). The source of difficulty has been studied from two
perspectives: a specific phonological/phonetic perspective and a general data processing

perspective. These perspectives are discussed below.

2.1.1 Phonological aspect

Three main possible phonological/phonetic sources for CH have been suggested: segmental,
phonotactic and prosodic. Vihman (1978) and Berg (1992) propose that CH may stem from a
segmental source, i.e. that it is used for substituting consonants the child has not mastered
yet. This claim is also raised in Leonard et al. (1980) with respect to CH in children with
language disorders.

Many studies relate CH to phonotactic demands (though, not always as explicitly as
suggested here), which can be either combinatorial or non-combinatorial. Combinatorial
limitations mean that the child generally prefers harmonic over disharmonic productions or
avoids the co-occurrence of certain feature sequences (Menn 1983, Donahue 1986, Matthei
1989, Pater 1997, Bernhardt and Stemberger 1998, Pater and Werle 2001, Pater and Werle
2003, Vihman and Croft 2007, Gerlach 2010, Becker and Tessier 2011). For example,
Bernhardt and Stemberger (1998) claim that CH is “one way to avoid a [Coroanl...Labial]
sequence”. Another type of combinatorial phonotactic account (Levelt 1994, Gafos 1999,
Fikkert and Levelt 2008) proposes that apparent cases of CH may in fact result from

assimilation of a consonant to the adjacent vowel (e.g. when the target word contains a front
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vowel only coronal consonants can be realized). A preference for harmonic patterns is typical
of grammars with harmony templates, while restrictions on the co-occurrence of feature
sequences define melody templates (Macken 1992, Macken 1995, Vihman and Croft 2007,
Keren-Portnoy et al. 2009, Gerlach 2010).

Non-combinatorial limitations refer to the preference to license (or align) certain
features to certain prosodic positions (Goad 1997, Rose 2000, Kappa 2001, Goad 2001, Goad
2004, Fikkert and Levelt 2008, Qu 2011) or the tendency to avoid certain features in certain
prosodic positions (Berg 1992). For example, Goad (1997) attributes the predominant dorsal
harmony in child’s English to a demand for word-initial dorsal. Note that CH stemming from
non-combinatorial limitations is actually not a pure consonant-consonant interaction, but
rather an “epiphenomenon” of more general licensing demands.

Phonotactic accounts of CH are supported by other child-specific non-assimilatory
phenomena that give the same effects. For example, Kappa (2001), Fikkert and Levelt (2008)
and Gerlach (2010) claim that metathesis may serve the same motivation as CH - aligning
labials to word initial onset (e.g. /sup/ ‘soup’ — [fup] vs. /kip/ ‘chicken’ — [pik]) or
avoiding non-labial...labial sequence. Similarly, Menn (1983) and Donahue (1986) suggest
that deletion is an alternative means to avoid disharmonic sequences, and Macken (1978)
proposes that children may use intra-word pauses to the same end.

Finally, CH may be related to the development of prosody, where it simplifies the
articulation to help the child focus on new prosodic positions or deal with long words
(Vihman 1978, Keren-Portnoy et al. 2009). This is what Ben-David (2001) and Bat-EI (2009)
propose in their studies of CH in Hebrew. They observe a synchronism between CH and the
development of prosody, where syllables in polysyllabic words are acquired from right to left
and onsets of newly acquired syllables are more likely to assimilate to onsets of more
established syllables. Ben-David also refers to the interaction between CH and stress, noting
that the first onset of disyllabic words is acquired (and assimilated) earlier when stress is
penultimate while still omitted when the stress is ultimate. For example, in an early stage the
child might utter /'saba/ ‘grandpa’ as /'baba/ but /sa'pa/ ‘sofa’ as [a'pa]. According to Bat-El,
the decrease in segmental faithfulness accompanying the expansion of the prosodic word
reflects a “trade-off” effect whereby children simplify already acquired structures when they
start to produce new ones (Garnica and Edwards 1977, Donahue 1986, Berg and Schade
2000, Bat-E1 2009).

11



Some studies propose that CH may also be related to the development of the syntax and
the lexicon. Waterson (1978) notes that the first CVC words in the lexicon of the child in her
study had place and manner contrasts (e.g. /gud/ ‘good” — [gud]), but later-acquired words
failed to show such contrasts (e.g. /dzag/ ‘jug’ — [gak]). As Waterson notes, the decline in
contrast handling was observed during a stage characterized by a fast lexical growth and
frequent use of two-word utterances. Thus, she claims that the child used CH as a means to
cope with the growing complexity of his linguistic system, and that in general, increasing
utterance or word length is first achieved by repetition of units. Similar claims regarding the
interaction between CH and lexical/syntactic development are brought up in Donahue (1986)
and Matthei (1989), who also note that the transition between single- and two-word
utterances is governed by CH that operates across word boundaries (e.g. /bar kerti/ ‘bye

Katie> — [gar keki]) and avoiding word combinations with place contrast (i.e. lexical

selection - see 2.4).

The inter-relation between the different hypothesized sources of CH is roughly

sketched in (1).

(1) The Source of Child Consonant Harmony: Phonological/Phonetic Aspect

The illustration above demonstrates that the phonotactic account of CH can be seen as a

Prosodic

Segmental

special case of both segmental and prosodic limitations. The Segmental account refers only to
the segmental content of the utterance (whether a certain consonant can be produced at all),
while the prosodic account refers to the structure of the utterance (whether a certain prosodic
position can be realized). The phonotactic account combines the other two accounts by
putting limits on the production of certain consonants in certain positions or within a certain

sequence.

12



2.1.2 Data processing aspect

The source of CH may also be addressed from a more general “data processing” point
of view. In this approach, CH is treated as an indication of a problem along the input-output
axis of data handling. The problem which leads to CH may reside on different loci along this

axis: perception, storage and production. This is illustrated in (2).

(2) The Source of Child Consonant Harmony: Data Processing Aspect

Input: Perception / @ Production: Production:

Representation “| Speech Planning Motor Control

In the case of CH, input problems mean that the target word is stored inaccurately in the
child’s lexicon. Although there are claims that child’s representations are identical to the
adult surface forms (e.g. Smith 1973, Berg 1992), some studies suggest that CH may result
from underdeveloped representational or perceptual system. In such cases, the word is
stored in either harmonized or incomplete form with underspecified consonant slots which
are filled during retrieval (Fikkert and Levelt 2008, Qu 2011; see also Drachman 1975 and
Dinnsen et al. 1997).

On the other hand, if the word is stored in a complete non-harmonic form then CH is a
result of output failure. Output problems may arise in the processing phase during which the
child retrieves the item from the mental lexicon and plans the utterance (Cruttenden 1978,
Berg 1992, Berg and Schade 2000, Gormley 2003), or it may occur during the execution
phase where commands are sent to the motoric system which is unable to perform accurately
(Gafos 1999, but see Gormley 2003).

In between perception and production lies another component - the grammar (Gormley
2003). Children may analyze the word and alter it to conform with their current grammar (see
Menn 1983, Spencer 1986, Becker and Tessier 2011). The question of whether this happens
during storage or after retrieval is related to the single vs. dual lexicon problem (see Menn
1983, Spencer 1986, Goad 1997, Becker and Tessier 2011 among others) which is beyond the
scope of this paper.

The data processing aspect of CH does not contradict the phonological/phonetic aspect,
but rather complements it. Data processing is a general cognitive capacity which can be
implemented to deal with data of acoustic type. For example, if the source of CH is segmental

it can be related to either imperfect representation system (i.e. the problematic segment is
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missing from the representation altogether) or to underdeveloped motor system (i.e. the child
can discriminate the sound but is unable to produce it). Similarly, CH can result from
phonotactic limitations which probably reflect faulty speech planning, i.e. a difficulty in

planning certain complex articulatory sequences.

2.2 The properties of Consonant Harmony

Most studies of CH have concentrated on its properties and on the interaction between them:
the degree of harmony (partial or full), its valence (single or multi feature), the consonants
(features) participating in the process,’ directionality, the intervening vowel and the harmonic

domain. Assessment of these parameters may shed light on the source of CH.

2.2.1 Valence and degree

CH can be single featured, i.e. involve a change in one feature - either Place of Articulation
(e.g. /bout/ ‘boat’— [bop]) or Manner of Articulation (e.g. /lizid/ ‘lizzard’ — [z1zoud]), and
it can be multi featured, i.e. involve a change in place and manner (e.g. /soup/ ‘soap’ —
[bop]).*

Harmony can be partial, i.e. the trigger and the outcome agree in either place or manner
(e.g. place agreement in /sneik/ ‘snake’ — [nert]), or full (=complete), i.e. the trigger and
outcome are identical (e.g. /tizvi/ TV’ — [t"it"i]).” According to Berg (1992) partial CH is
somewhat more frequent than full CH and there are more cases of single than multi feature

harmonies (the latter is also reported in Berg and Schade 2000 and Tzakosta 2007; see also
Vihman 1978).

2.2.2 Features
Much attention has been devoted to the properties of the consonants involved in CH - the
trigger consonant (the one carrying the features that are “borrowed” in the process), and the

target consonant (the affected consonant). Studies focusing on this aspect often argue that

? Here and everywhere else I use the term process in a descriptive way to refer to the change between the
assumed target form and the child’s production. I do not address the question of whether an actual phonological
process is taking place as hypothesized in derivational theories.

* Examples are drawn from Bernhardt and Stemberger (1998).

> The terms ‘partial’ and ‘full’ are used ambiguously in the literature. Sometimes they refer to the number of
changed features, where ‘partial’ denotes a change in either place or manner, regardless of the result (see for
example, Tzakosta 2007). In other cases they denote the degree of similarity between the trigger and the
outcome (e.g. Vihman 1978).
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there is a certain hierarchy between triggers and targets, which may be universal, language-
specific or partially both. Three main factors have been proposed to account for such
hierarchies: (a) order of acquisition; (b) universal markedness (or specification) scales; and
(c) language-specific input frequency or feature distributions. These proposals are often in
conflict with one another and authors often provide counter evidence against each.

Lewis (1936/1951) proposes that the order of acquisition determines the hierarchy - late
acquired segments are assimilated to well-established ones. This claim is contradicted by
Cruttenden (1978) and Stoel-Gammon and Stemberger (1994). A more popular approach
suggests that the strength hierarchy reflects universal markedness, i.e. that CH replaces
unmarked (or underspecified) segments with marked (specified) ones. This proposal is based
mostly on studies from English, where typically coronals are assimilated to labials and
dorsals (Menn 1975, Cruttenden 1978, Stemberger and Stoel-Gammon 1991, Stoel-Gammon
and Stemberger 1994, Pater and Werle 2003, Goad 2004 among others). However, this
approach has it shortcomings as well: first, it has been shown that coronals can also trigger
CH (Goad 1997, Pater and Werle 2003, Becker and Tessier 2011). Second, the relative
strength of dorsals and labials is not agreed upon (e.g. Cruttenden 1978 vs. Pater and Werle
2003). Qu (2011) proposes to solve this conflict by assuming that the markedness of a
consonant is reflected by the amount of structure it has in the representation system, and that
the structure of different segments develops through time and in different paths for different
children. For example, at some point of acquisition for some children, labials can be more
complex and thus more marked than coronals and dorsal, and for other children dorsals can
be the most marked segments.

Cross-linguistic comparison of CH has lead to the proposal that the strength trigger-
target hierarchy is also affected, at least to some extent, by language-specific properties.
Fikkert et al. (2002) note that in Dutch, unlike in English, labial harmony is far more
common than dorsal harmony. They attribute this distinction to difference in place
distributions between the ambient languages. Similarly, Berg (1992) accounts for the
predominance of labial harmony in a German-acquiring child by the high frequency of words
containing labials in critical positions in her lexicon. Tzakosta (2007) reports that harmony in
Greek is triggered mostly by unmarked segments (i.e. coronals and stops), due to their high
frequency in the language. Finally, Rose (2000) reports a French-acquiring child that has the
following strength hierarchy: labial > coronal > dorsal. The status difference of coronals
between English and French leads him to propose that CH is not governed by a universal

trigger-target hierarchy.
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Finally, another factor worth mentioning regarding the participants in CH is similarity.
Vihman (1978), Berg (1992) and Bernhardt and Stemberger (1998) propose that assimilation
is more likely when the trigger and the target are similar, i.e. share a certain feature,
especially manner (see Rose and Walker 2004 and Wayment 2009 on the role of similarity in
adult CH).

2.2.3 Directionality

The directionality of assimilation is perhaps the only parameter that gives cross-linguistic
consistent results. CH is said to be progressive (left-to-right, or perseveratory) if the trigger
precedes the target (e.g. /kat/ ‘cat” — [kag]), and regressive (right-to-left, or anticipatory) if
the trigger follows the target (e.g. /dog/ ‘dog” — [gog]). All studies examining assimilation
directionality report that regressive harmony is dominant compared to progressive harmony
(Cruttenden 1978, Vihman 1978, Berg 1992, Pater 1997, Ben-David 2001, Tzakosta 2007
among others).

This seeming universality of directionality has been attributed to different factors.
Some studies attribute directionality to phonotactics, i.e. the child replaces segments in
specific positions in order to avoid certain sequences or to assign specific features to specific
prosodic positions (Stemberger and Bernhardt 1997, Bernhardt and Stemberger 1998, Rose
2000, Pater and Werle 2003, Goad 2001, Goad 2004, Gerlach 2010). Donahue (1986) states,
regarding this matter, that “direction of assimilation... is less important than place of
articulation in accounting for consonant harmony”. For example, Pater and Werle (2003)
account for the predominant regressive dorsal harmony in Trevor’s data as the result of
avoiding sequences of [no dorsal...dorsal]. Tzakosta (2007) claims that directionality does
not result from segmental considerations in general, but cases of progressive harmony usually
involve the replacement of marked segments. To sum, under phonotactic accounts
directionality is merely a consequence of limitations on utterance content.

Directionality can also be a consequence of prosodic limitations. Berg (1992) claims
that CH in a German-acquiring child is mostly regressive “since she is comfortable with
medial loci but initial loci are problematic for her” (p. 232). In terms of processing, Berg
claims that the predominance of regressive harmony indicates parallel processing, i.e. that
segments to come later in the word are planned simultaneously with those that come earlier.
Similarly, according to Ben-David (2001), regressive harmony is the result of prosodic

development which starts at the right edge of the word and advances leftwards with newly
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acquired positions being assimilated to well established ones. Kappa (2001) reports that
directionality of CH in Greek is related to stress, namely that consonants in unstressed
syllable are more likely to assimilate to consonants in stressed syllable than vice versa (see

also Bernhardt and Stemberger 1998, Ben-David 2001).

2.2.4 The Harmonic domain

The harmonic domain (the extent to which harmony may spread) has been studied in some
detail. Harmonic and other templatic patterns found in the speech of young children suggest
that the harmonic domain is the whole word (e.g. Menn 1983, Vihman and Croft 2007,
Fikkert and Levelt 2008). However, this evidence comes mostly from early produced words
and from languages such as English and Dutch, in which CH is found mostly in mono- and
disyllabic words, so they provide little evidence regarding the potential expansion of the
harmonic domain (Goad 2004).

Furthermore, some studies try to define the dimensions of the harmonic domain in
terms of smaller prosodic units. Rose (2000), Kappa (2001), Goad (2004), based on data from
French, Greek and English, respectively, claim that the domain of CH is a foot. On the other
hand, Tzakosta (2007) claims that the harmonic domain IS the prosodic word, based on
evidence from Greek, where CH appears in utterances up to 5 syllables long (e.g.
/a.fto.'ko.li.ta/ ‘sticker-PL” — [po.'po.li.ta]), and is observed to spread to non-adjacent
syllables (/ka.'pe.lo/ ‘hat” — [ta.'te.10]).

Bat-El (2009) compares the properties of the harmonic domain (in onset-onset
harmony) between typical and atypical harmony in Hebrew. She suggests that the harmonic
domain is usually: (i) limited to two consonants in typical development (4 consonants in
atypical development); (ii) aligns with the left edge of the prosodic word in typical
development (but not necessarily in atypical development); (iii) limited to maximally
trisyllabic productions in typical development (but is found in quadrisyllabic productions in
atypical development).

Finally, as noted in 2.1, some studies report that CH may cross word boundaries (e.g.
/big mus/ ‘big moose” — [m1 mu] in Matthei 1989), suggesting that the harmonic domain
may also encompass a whole utterance in the earliest stages of acquisition (Donahue 1986,
Matthei 1989, Macken 1992). In their work on Optimal Domains Theory of Harmony
(originally proposed for adult vowel harmony), Cole and Kisseberth (1994) propose the

principle of Extension according to which, large harmonic domains enhance perceptibility of
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features and provide articulatory stability. This principle can provide a phonetic motivation
for child CH as well, while restrictions on the size of the harmonic domain can reflect the

need to preserve contrast and enhance communication.

2.2.5 Intervening segments

Most studies regard CH as a pure consonant-consonant interaction, and the intervening vowel
is normally regarded as transparent to the process (e.g. Rose 2000, Goad 2001, Kappa 2001,
Gormley 2003). However, some studies acknowledge the effect of the intervening vowel in
CH. Levelt (1994) and Fikkert and Levelt (2008) suggest that at least a part of CH in child’s
Dutch is in fact a result of consonant-to-vowel assimilation. Similarly, there is evidence from
English that CH triggered by coronal consonants is more common when the intervening
vowel is front and that CH triggered by dorsal consonants is more common through a back
vowel (Macken 1995, Bernhardt and Stemberger 1998, Pater and Werle 2003, Gerlach 2010,
Becker and Tessier 2011 among others).

The majority of CH cases involve interaction between “neighboring” consonants, i.e.
where only a vowel between them. However, some studies (Bernhard and Stemberger 1998,
Tzakosta 2007) report on harmony that affects relatively distant consonants, leaving
intervening consonants intact, especially sonorants. For example (Tzakosta 2007), coronal

harmony that skips a labial nasal in /ka'mila/ ‘camel’— [ta'mila] and dorsal harmony that

skips a coronal liquid in /sxo.'li.ko/ ‘school bus’ — [ko.'li.ko].°

2.3 Consonant Harmony and adult grammar

As mentioned earlier, there seems to be an overwhelming difference between child and adult
CH. CH is exhibited by children acquiring different languages, including those that have no
productive CH in the adult grammar. This finding leads to the question of whether CH is a
part of the universal innate grammar. Many studies claim that CH is universal (Smith 1973).
This claim often stems from the Continuity Assumption of language acquisition which can be
defined as the assumption that “the child’s grammar is realized in his or her linguistic
performance in the same qualitative way as for adults” (Pinker 1984). This assumption is
formalized by constructing a grammar that allows both the universal appearance of CH in

child language and its “universal absence” from adult grammars (e.g. using CH constraints

% Rona Blumberg (pc) proposed to refer to such transparent consonants as consonant islands.
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which are highly ranked at the beginning of acquisition and are later demoted gradually until
losing effect in the mature grammar).

Some studies attempt to provide empirical evidence in favor of the universality claim,
by pointing to similarities between child CH and adult phonological phenomena. Macken
(1995) and Pater and Werle (2003) propose that the constraints that govern child CH can also
account for adult languages phenomena such as contact place assimilation. Cruttenden (1978)
claims that CH also resembles historical change patterns involving assimilation and adult
slips of the tongue (see also Hansson 2001 and references therein). He notes that these
processes usually operate in regressive directionality and involve substitution of coronals.

In this context it should be noted that although CH is usually treated as a systematic
process in the child’s productive grammar, it is not to say that all cases of CH are of the same
nature. Stemberger (1989) reports that young children show non-systematic errors which
closely resemble adult slips of the tongue, some of them can be described as CH (however,
these cases usually involve interactions between words, while CH usually involve intra-word
assimilation). In addition, some words exhibiting CH for a long period of time may be, in
fact, “fossilized” forms that persist for some period after the rule that created them ceases to
exist.

In addition to some examples of non-systematic CH, some studies even claim that CH
is not universal to begin with. The fact that not all children use CH systematically (Vihman
1978) may serve as counter argument against universality. Furthermore, it has been reported
that CH is an emerging phenomenon, in that it is not always present from the beginning, but
rather appears in the child’s productions in same later stage. Some authors claim that the
emergent nature of CH suggests that it is the result of children analyzing their lexicon and
making overgeneralizations (Vihman 1978, Menn 1983, Berg 1992, Vihman and Croft 2007,
Fikkert and Levelt 2008, Becker and Tessier 2011).

2.4 Consonant Harmony in the scope of language development
CH is only one of many phonological processes attested in child’s speech which is rare or

completely absent from the ambient language. These processes (see Grunwell 1982/1984)

include consonant deletion (e.g. /d3wis/ ‘juice’ — [du]), fricative stopping (/feis/ ‘face’ —

7 This emergence of harmonic patterns in the child’s productions causes what seems like a regression in
development, a phenomenon also known as regressive overgeneralization (Stoel-Gammon and Stemberger
1994) and U-shaped pattern of development (Donahue 1986, Fikkert and Levelt 2008, Becker and Tessier
2011), and is strongly connected to the trade-off effect (see 2.1).
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[pett]), velar fronting (/bek/ ‘back’ — [bat]) and reduplication (/pudiy/ ‘pudding’ —
[pupu]) among others.

Reduplication is of special interest to the study of CH since many productions are
ambiguous between CH and reduplication, which can be viewed as a combination of (full)
CH and vowel harmony (Ferguson et al. 1973, Smith 1973, Leonard et al. 1980), e.g.
/wimdou/ ‘window’ — [nono]. Goad (1997, 2001) proposes that both CH and reduplication

are motivated by licensing constraints, but with some difference: CH stems from prosodic (or
rather phonotactic) requirements, while reduplication is a morphological phenomenon which
occurs to give content to an affix. Goad claims that CH formally resembles reduplication as
they both involve melody copy as opposed to vowel harmony which involves feature
spreading. Tzakosta (2007) differentiates between CH and reduplication by arguing that CH
involves segmental or featural copy while reduplication involves syllabic or foot copy. In this
study I will consider all instances of fully harmonized consonants as instances of CH and not
reduplication.

In addition to the phonological repairs mentioned above, children are also reported to
use a lexical selection strategy, i.e. avoiding words which contain certain difficult elements or
combination of elements, such as consonants with place contrast (Menn 1975, Vihman 1978,
Menn 1983, Donahue 1986, Matthei 1989, Vihman and Croft 2007 among others).

In this context, it would be natural to ask what the relation between CH and other
phenomena is. Chronologically, CH is observed in the earliest stages of the acquisition and it
is one of the first processes to disappear from the child’s system, normally around the age of
2;06 years (Grunwell 1982/1984). It might replace or be used in parallel to other strategies
such as lexical selection, deletion and debuccalization, all “conspiring” to simplify the
utterance. For example, Menn (1983) claims that a child may use CH or delete a segment in
order to avoid disharmonic sequences (e.g. /dog/ ‘dog’ — [gog] vs. /gett/ ‘gate’ — [gej]).
According to Berg and Schade (2000) and Ben-David (2001) CH is used in newly acquired
prosodic structures which exhibited deletion on earlier stages. Vihman (1978) proposes that
CH is a successor strategy to lexical selection - both are used to avoid words with difficult
segments.

The relation between CH and other substitution (or feature change) processes is
extremely important to the present study. As is often the case, a certain consonant substitution
(e.g. stopping, fronting) resulting in a harmonic form can be described as a result of either

assimilatory or non-assimilatory substitution. Tzakosta (2007) explicitly addresses this issue
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and claims to use only clear cases of CH in her study (excluding productions that can be
described e.g. as stopping). Similarly, in order to isolate CH from other phonological
processes, Stoel-Gammon and Stemberger (1994) examine different types of feature change
and note the number of subjects who use each type in assimilatory and non-assimilatory
fashion.

Klein (1981) provides a more detailed criterion for determining CH: first, context-free
substitutions were identified in monosyllabic items that did not present the opportunity for
the operation of assimilation processes. Then, after identifying these processes for each
lexical item, CH was assessed with the requirement of two occurrences in separate lexical
items. Finally, Fikkert and Levelt (2008) claim that many apparent cases of CH in child’s
Dutch can be explained away as incidental surface realizations of other phenomena that serve
a common motivation (e.g. labial initial licensing). In this study, I carefully attend to the
distinction between context-free substitutions and CH which is context-dependant by
definition. I will propose a statistically based method to separate genuine cases of CH from

context-free consonant substitutions that occasionally result in harmonic productions.
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3. Consonant Harmony identification
The first part of the study lays the foundations for the analysis of CH, but it is also important
on its own. Here, I propose a methodology for identifying context sensitive assimilation,

which might be used for other purposes as well.

3.1 Database and corpus analysis
The database for this study comprises of transcribed speech samples from two typically-
developing Hebrew-acquiring children. The participants were a boy (SR) between ages
1;02.00 and 2;03:24 years (Lustigman 2007) and a girl (RM) between ages 1;03.13-2;11.28
years (Levinger-Gottlieb 2007). They were audio-recorded in weekly sessions for a period of
several years while interacting with the investigators and occasionally additional participants
(mostly family members). The data, mainly in the form of spontaneous speech samples and
some elicitation tasks (picture naming and telling stories from picture-books) were collected
and transcribed in the frame of the Tel Aviv University Child Language Project.®

For the purpose of this study, I examined in detail a large portion of each child’s
corpus. This includes most of the target words attempted by the child which are potential
candidates for CH, namely, words with at least two non-adjacent consonants.” I considered
only token words for which a clear relation between input and output consonants could be
established (at least under reasonable assumptions).'® For all the examined token words, the
relations between input and output consonants were coded according to different
phonological processes. For example, in /ze.'ev/ ‘wolf” — [de.'ev] the relation between target
z and surface d was coded as ‘fricative stopping’ and the relation between target and surface v
was coded as faithful. In addition, every consonant substitution occurring in a harmonic

environment was marked as possible CH (e.g. for /ken/ ‘yes’ — [ten] the relation between /k/

and [t] was coded as velar fronting + possible CH)."'

¥ The project was supported by ISF grant #554/04 (2004-2008) with Outi Bat-El and Galit Adam as principal
investigators.

? Words that do not qualify as candidates to undergo CH are words with one consonant (e.g. /po/ ‘here’) and
words in which all consonants are clustered (e.g. /dli/ ‘bucket’).

1% Examples for excluded words due to non-clarity: /jal.'da/ ‘girl’ — [tay] (RM 1;07.10), /ka'dus/ ‘ball’ —
['buma] (SR 1;03.14)

' Assimilation to a string adjacent consonant is not considered as case of CH. This is true even for target words
that contain a consonant with the relevant harmonic feature, which is not string adjacent to the changed
consonant (e.g. /lif.'toay/ — /[lif."toay] is not CH even though the change /f/ — [f] could theoretically be
triggered by /).
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The following table provides details on corpora sizes and amount of substitutions,
specifically those resulting in harmony. Note that, up to this point, I did not address the
question of whether a certain substitution type is the result of long distance consonant-
consonant assimilation. To prevent confusion, I use the term harmony in reference to
utterances that are harmonic with respect to a certain feature, regardless of the cause of
harmony, and reserve the term assimilation when referring specifically to the process known

as CH (e.g. consonant-to-consonant assimilation).

(3) General corpus analysis

SR RM
N % of tokens %o of subs. N % of tokens % of subs.
Tokens 13471 100% 19217 100%
Substitution 687 5% 3462 18%
Harmony 356 3% 52% 1017 5% 29%

Examining the details above it can be seen that the children have somewhat different
developmental inclinations, even though they are both considered as typical developers. RM
is quite an average developer showing a substantial amount of substitutions. SR, on the other
hand, is a relatively fast learner exhibiting a high rate of faithful productions and a marginal
use of substitutions. Within the class of substitutions it seems that many instances result in
harmonic productions which may give the impression that harmony is a major force in their
grammars.

The phonological development of the children can be evaluated also from a segmental
point of view. Table (4) provides details on three major behavior types of consonants:
faithful production, deletion, and substitution (the differences in the category of substitution
between (3) and (4) are due to the fact that some tokens contain more than one instance of

substitution).
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(4) Consonant production

SR RM
N % of total % of subs. N % of total %o of subs.
Total 38366 100% 53144 100%
Faithful 32483 85% 42069 79%
Deletion 5160 13% 7093 13%
Substitution 723 2% 3982 7%
Harmony 375 1% 52% 1210 3% 30%

The difference between the children is reflected here as well. They delete consonants at the
same rate, but SR has a higher rate of faithfully produced consonants and a lower rate of
substitution. This difference between the children is important for the present study as will be
demonstrated in the following sections.

In addition to evaluation of individual development, this study aims to provide a
comparative analysis of the children. However, since different children have different
developmental rates and tracks (Waterson 1978, Vihman 1978, Klein 1981, Menn 1983,
Menyuk et al. 1986, Macken 1995 among others), and since the age ranges covered in the
study are different, a scaling device is required. I chose to compare the children based on
lexical development. As described in Adam and Bat-El (2009), I defined stages of lexical
development based on cumulative target words attempted by the child. Stage 1 was defined
as the period covering the first 10 words, and advanced stages were defined as integer
multiples of 50 cumulative attempted target words.

The notion of “target word” deserves some explanation. In the construction of the
lexicon, I considered as lexical entry every item that the child appeared to use as a unit of
meaning. This includes everything that is normally considered as a word (object names,

verbs, etc.), compounds (e.g. /jom+huledet/ ‘birthday’) and even different kinds of
interjections (e.g. /waw/ ‘wow’) and onomatopoeias (e.g. /mjaw/ ‘meow’). I excluded from
the list all inflection forms, e.g. /kelev/ ‘dog’ - /klavim/ ‘dogs’ (the question of whether they

belong to one or two lexical items is beyond the scope of this paper).
Table (5) portrays the lexical development of SR and RM (see an alternative construction

in Karni 2011).
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(5) Lexical development

Stage ;ﬁgmgﬁg\grgets) SR (Sessions) | RM (Sessions)

1 (~10) 1;02.00-1;02.20 (4) | 1;03.13-1;04.02 4)
2 (~50) 1;02.24-1;04.17 (8) | 1;04.09-1;05.29 (8)
3 (~100) 1;04.24-1;05.08 (3) | 1;06.05-1;07.10 (6)
4 (~150) 1;05.15-1;05.21 (2) | 1;07.24-1;08.27 (5)
5 (~200) 1;05.29-1;06.02 (2) | 1;09.10-1;09.27 3)
6 (~250) 1;06.12-1;06.20 (2) | 1;10.06-1;10.28 3)
7 (~300) 1;06.26-1;07.02 (2) | 1;11.18-1;11.18 (1)
8 (~350) 1;07.09-1;07.09 (1) | 1;11.25-2;00.02 2)
9 (~400) 1;07.17-1;07.23 (2) | 2;00.09-2;00.09 (1)
10 (~450) 1;08.03-1;08.24 (4) | 2;00.16-2;00.16 (1)
11 (~500) 1;09.00-1;09.12 (3) | 2;00.30-2;01.12 3)
12 (~550) 1;09.19-1;10.07 (3) | 2;01.19-2;01.19 (1)
13 (~600) 1;10.26-1;11.07 (3) | 2;01.27-2;02.11 3)
14 (~650) 1;11.16-1;11.22 (2) | 2;02.18-2;02.25 2)
15 (~700) 2;00.00-2;00.05 (2) | 2;03.01-2;03.01 (1)
16 (~750) 2;00.21-2;00.27 (2) | 2;03.14-2;04.05 @)
17 (~800) 2;01.06-2;01.11 (2) | 2;04.12-2;04.25 3)
18 (~850) 2;01.25-2;02.02 (2) | 2;05.09-2;05.27 3)
19 (~900) 2;02.06-2;02.06 (1) | 2;05.29-2;06.19 4)
20 (~950) 2;02.17-2;02.22 (2) | 2;06.29-2;09.06 3)
21 (~1000) 2;02.27-2;03.24 (2) | 2;09.13-2;09.29 3)
22 (~1050) 2;03.24 (1) | 2;10.03-2;11.03 3)
23 (~1110) - -1 2;11.14-2;11.28 2)

The lexical development scheme provides another evidence for the developmental gap
between the children: SR’s first word is recorded at the age of 1;02.00 - a month and a half
earlier than RM (1;03.13). What’s more, SR reaches a lexicon size of about 1050 words

nearly 8 months before RM.
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3.2 Assimilatory vs. non-assimilatory substitutions

3.2.1 Motivation

One of the main issues addressed by the present study is the identification of CH. As
discussed in 2.4, independently motivated context-free substitutions may occasionally result
in a harmonic production which obscures the motivation behind the process. Previous studies
(Klein 1981, Stoel-Gammon and Stemberger 1994, Tzakosta 2007) acknowledge this
problem, and differentiate between substitutions in harmonic and non-harmonic
environments. In this section, I elaborate their solutions and propose a quantitative method

for identification of long distance consonant-consonant assimilation.

3.2.2 Method

In order to determine whether a certain type of consonant substitution is assimilatory for a
given child, I compared the developmental distributions of harmonic and non-harmonic
occurrences of the given substitution. This was done in the following way: for every stage of
lexical development, I counted the occurrences of the substitution in question in harmonic
and non-harmonic environments. The counts were based on production type per stage, i.e.
two productions identical in consonants were listed as one entry if produced on the same
stage and as two entries if produced on different stages.'* This practice was used in order to
minimize token frequency effects (i.e. frequent use of certain words that may bias the
analysis'®) and also to create a basis for developmental comparison between the children
(since their ages and recording periods are different). The settings used to examine fricative

stopping for SR is given in (6) an example.

(6) Fricative stopping comparison (SR)

Stage Harmonic | Non-Harmonic
1 0 0
2 1 1
3 5 1
4 0 1
5 2 0
6 2 1
7 2 4
8 0 3
9 1 4

12 Since I am interested in consonantal interactions I ignore any vowel changes.

" For example, some 50 productions of /ken/ ‘yes’ as [ten] by RM, which give extra weight to velar fronting in
harmonic environments.
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Stage Harmonic | Non-Harmonic
10
11
12
13
14
15
16
17
18
19
20
21
22

O—L NP =) ~LFNWNDO — W

SN~ NNWH—R O~ RPN

For each list as above, a Wilcoxon signed-rank test was run'* to check whether there was a
significant difference between the distributions of the harmonic and non-harmonic instances
with the null hypothesis that there was no difference (i.e. that the substitution is independent
of consonantal environment). I consider a certain type of consonant substitution to be non-
assimilatory if the statistical test did not yield a significant result (i.e. p>0.05) or if the result
was significant but the number of non-harmonic instances was greater than the number of
harmonic instances (in the latter case, the significant result supposedly suggests that the child
prefers to substitute in non-harmonic environments). Since some substitution types were used
rarely by the children a statistical test would not always be reliable. The test was performed
only when the number of degrees of freedom (the number of stages in which there was a
difference between the number of harmonic and non-harmonic items) was 10 or greater.
When the number of degrees of freedom was between 6 and 9 no p-value was obtained and

the test statistic /# was examined against the table of critical values (Lowry 2012):

(7) Critical Values of +W for Small Samples (0=0.05)

df | Weritical
6 | 21

7 24

8 30

9 35

' The test was performed online at: http://www.vassarstats.net/wilcoxon.html.
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Therefore, I performed a statistical test for every type of substitution that occurred in at least
10 developmental stages (and an evaluation against a critical value in the case of 6-9 degrees
of freedom) either in harmonic or non-harmonic environment (so, in the example in (6)
stages 1 and 22 are excluded). For substitutions found in less than 6 stages, a statistical test
would be less reliable, and thus, I had to rely on linguistic considerations alone in these cases

(which usually meant giving the child maximum credit for assimilation).

3.2.3 Results

The following table summarizes the non-assimilatory phonological substitutions. For each
substitution type, the table indicates the total number of harmonic and non-harmonic
instances, the result of the Wilcoxon test, the test statistic and the degrees of freedom. Entries
for the table met one of the following criteria: either statistical analysis ruled the substitution
as non-assimilatory for both children; or the substitution was determined as non-assimilatory
for RM and there was not enough data for SR to perform the Wilcoxon test (df < 6). In the
latter case an evaluation was not performed over SR’s data and only the number of instances
and degrees of freedom are included. Under the assumption that if a substitution is non-
assimilatory for one child it is not assimilatory for the other, I declare all the substitutions in
the table as non-assimilatory for both children. I will further elaborate on this assumption in
the next section. Note that some of the place change processes were specified for manner
(e.g. dorsal stop to labial). This separation for manner was done since different manner

groups show different behavior.

(8) Non-assimilatory substitutions

Process SR RM

Har. Non- p df | Har. Non- p W df

Har. Har.

Devoicing 7 26 0.0027 -96 14| 213 341 0.0003 -195 20
Voicing 25 28  0.984 1 14 96 114 0.0375 -120 21
Sonorant Gliding 1 20 0.0178 -47 10 34 291 0.0001 -231 21
Fricative Stopping 37 43 0.5419 -22 15| 118 246 0.0005 -161 18
Nasal Stopping 5 3 7 6 80 79 0.7872 16 21
Glide Stopping 11 13 79
Lateral Stopping 3 2 5 25 26 0984 -1 12
Lateral to Nasal 0 1 1 15 22 0.5552  -12 10
Stop Frication 2 5 2 33 61 0.0209 -90 16
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Process SR RM

Har. Non- p W df | Har. Non- p W df

Har. Har.

Stop to Nasal 7 2 15 6 16 26 02627 -44 16
Dorsal Stop to Coronal 12 6 15 8 77 76 1 0 16
Dorsal Stop to Labial 2 1 3 3 17 0.0091 -67 12
Coronal Stop to Dorsal 9 3 22 8 13 8 16 8
ntom 8 2 5 4 15 0.0178 -47 10
ntoy 10 5 02113 25 10
mton 2 5 5 17 8 0.0629 37 10

The following two processes were abundant enough in RM’s data to yield significant results

for assimilation (SR did not have enough data for these processes for statistical analysis):

(9) Significant assimilatory substitutions

Process SR RM
Har. Non- p W df|Har. Non- p w  df
Har. Har.
Dorsal Fricative to Coronal 14 5 0.0434 46 11
Labial Fricative to Coronal 3 0 1 17 2 00178 47 10

The classification method adopted for this part of the study intended to yield a unified

analysis for both children, under the assumption that the motivation behind a given

phonological process should be the same for all children acquiring the same language.

However, in at least one instance this did not seem the right way to go. The following table

compares the substitution of labial stops with coronal stops for both children.

(10) A process in dispute

Process SR RM
Har. Non- p W df |Har. Non- p W df
Har. Har.
Labial Stop to Coronal 18 2 0.0155 48 10 9 8 1 6

Looking at the numbers in the table, it seems that the children go in somewhat different

directions with respect to the process in question. The statistical analysis suggests that the

process is assimilatory for SR, and although the sample size for RM was small (df = 6), we

cannot ignore the fact that she did not show a preference for harmonic environment. In this

particular case alone I allowed differentiation between the children and analyzed the
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substitution as harmonic for SR and as non-harmonic for RM. The implications of this
decision will be discussed in the next section.

In addition to the cases presented above, the children had a few dozens of substitution
types that were not abundant enough to be tested statistically for context dependence. These
cases generally involve a change of both place and manner (e.g. /si.'ka/ ‘pin® — [gi.'ka],
RM: 1;09.27), and since they are not observed in non-harmonic environments they are less
expected to result from anything other than assimilation. From this point and on, I ignore
changes in voice, as the analysis (and also the literature, e.g. Vihman 1978, Tzakosta 2007)
suggests that they are rather independent of segmental context (besides, of course, contact
voicing assimilation, which was not considered here to begin with). The identification
process applied here yielded 89 cases of CH for SR and 142 for RM. Collecting back all the
tokens of CH (including repetitions within a stage) we get 176 tokens for SR and 145 RM.
These will be analyzed in the following sections. Full lists of CH tokens are provided in an
appendix.

Going back to (4), we can now estimate the status of CH in the children’s grammars.
Recall that 5% of SR’s tokens contain substitutions. The 176 assimilatory tokens equal to
26% of his substitution cases but to only 1.3% of his entire corpus size. For RM, substitutions
are found in 18% of her data. Her total number of assimilatory tokens amount to only 4% of

all her substitution cases and to a negligible 0.8% of her entire corpus.

3.2.4 Discussion

In this section, I proposed a quantitative method for separating long distance consonant-
consonant assimilation from context-free consonant substitution. The need for such a method
arises especially in borderline cases (e.g. Coronal Nasal to Dorsal, Dorsal Fricative to
Coronal) where it is not obvious whether there is enough evidence to determine whether the
process is (non-) assimilatory.

Alas, I claim that even this detailed procedure cannot be guaranteed to provide the
ultimate results, and for a fundamental reason. Given that children use many different
phonological processes which occasionally give ambiguous results, it is essentially
impossible to determine the motivation behind a particular phonological change. Even for
processes such as velar fronting, which are considered as context-free (e.g. Inkelas and Rose
2008), it is quite possible that the “desire” for harmony is involved in some of their

instantiations.
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The procedure performed here points another substantial difficulty in recognizing CH -
inter-subject differences. Although we would like to assume that a given phonological
process serves the same function for different children acquiring the same language, one
cannot ignore individual differences in development. In the present study, two inter-subject
differences are highlighted. Quantitatively, RM is a productive “substituter” and provides
enough data to identify most of her context-free substitutions. SR, on the other hand, is such a
fast learner that he barely uses even common processes as velar fronting, and thus it is much
harder to determine which of his substitutions are context-free.

The more serious problem arises in processes for which the children provide conflicting
evidence. In some cases (e.g. Coronal Nasal to Labial), I “dismissed” the conflict by giving
more weight to RM’s results due to larger amount of data in her corpus. However, in the case
of Labial Stop to Coronal the difference between the children was too large, in my opinion, to
“force” unity on their individual assessments. By taking this decision, I practically admit that
a given phonological process may appear under different circumstances in different children.
I leave it for future studies to argue on this matter.

The identification process enables us to estimate the status of CH within the grammar
of a child. I have found that 26% of SR’s substitutions can be attributed to CH as opposed to
only 4% in RM’s case. This can lead to a conclusion that SR is a productive user of CH while
RM is not. However, the validity of such a conclusion is questionable considering the
phonological background of the children. Recall that 18% of RM’s tokens exhibit
substitutions as opposed to only 5% in SR’s data. It is very likely that the apparent difference
in the use of CH is merely an artifact resulting from the differences in corpora size and the
identification process. In order to evaluate this possibility, let us recall the data in (3). When
considering the amount of harmonization in their data, whether resulting from assimilation or
not, only a small fraction of these instances can be attributed to assimilation with certainty. It
might be the case that the criterion for assimilation was too rigid, leaving out genuine cases
of CH. On any event, even when assuming that every instance of harmony is the result of
assimilation there is still notable difference between the children: 52% of SR’s substitutions
lead to harmony, compared to 29% for RM. It might, after all, be the case that harmony is
more important for SR than for RM, but since SR uses substitutions to a much lesser degree

the results might be misleading.
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4. The source of Consonant Harmony

In this part of the study I analyze the utterances that “passed” the identification process for
assimilatory substitutions in order to evaluate potential sources for CH. I will start with a
general developmental survey to see whether CH is particularly common during certain

stages of development.

4.1 Developmental overview
The charts in (11) illustrate the development of harmonic patterns with age for SR and RM,
respectively. Each chart indicates the average number of harmonic tokens per session

produced by the child on a given stage (see (5)).

(11) Development of Consonant Harmony

SR

Tokens/Session
i

O T T T T T T T T T T T T T T T T T T T T v
1 234567 8 91011121314151617 1819 20 21 22

Stage
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RM

Tokens/Session
D

O v T I I I I I I I I I I I I I I I I I I I I I 1
1 23 45 6 7 8 9 1011121314 151617 18 19 20 21 22 23

Stage

The charts above show that CH is present in the children’s productions throughout the
study period, though not in a high dosage. For SR, the number of assimilatory instances
reaches a maximum of 9.7 tokens per session on stage 3 (1;04.24-1;05.08), then oscillates
until reaching a peak of 8 tokens on stage 8 (1;07.09) and another peak of stage 8.7 tokens
per session on stage 12 (1;09.19-1;10.07), after which it declines and never rises above three
tokens per session after stage 13 (1;11.16 and on). The non-monotonic picture is exhibited in
RM’s data as well. For her, a maximum of 10 assimilated tokens is achieved on stage 7
(1;11.18). She has a smaller peak of 5 on stage 15 (2;03.01) and another 3.7 token per session
peak on stage 17 (2;04.12-2;04.25) which comes after only one item in 4 sessions on the
previous stage. After stage 17 CH is diminished but does not disappear completely. The
analysis presented here demonstrates again that the children develop at different paces - SR’s
CH virtually disappears around the age of 1;11.16 (stage 14) while RM continues to use CH
until nearly the age of 3 (the end of recorded data).

As we saw here and in section 3, CH is a rather marginal phenomenon in the data
providing rather small figures, especially for a stage-by-stage analysis. For example, on SR’s
stage 3 when his harmony is most pervasive he has 29 harmonized tokens compared to 373

tokens in total. For that reason, my analysis from this point on will not focus on the course of
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development.'” This matter will be acknowledged again in 5.3 when I discuss prosodic

development.

4.2 Phonological aspect

In this section, I examine the harmonized productions in order to determine whether they are
related to specific aspects of phonological development, i.e. whether CH is used for replacing
unacquired consonants, simplifying difficult sequences or compensating for prosodic

complexity.

4.2.1 Segmental

CH is said to have a segmental source if it replaces an unacquired segment. A support for this
hypothesis would be the existence of a harmonized token in which the target of assimilation
has not been produced faithfully prior to that utterance. In order to asses the CH data for
segmental factors, I compared the age of each harmonized token with the first faithful
production of the target consonant. The analysis did not find relevant cases in RM’s data but
did reveal a few such tokens in SR’s data. The next table presents the tokens in which the
harmony is suspected to come from segmental motivation. The first appearance of the target

consonant in SR’s productions is also presented for comparison.

(12) Consonant Harmony of segmental source (SR)

Target Harmonic token First production of target consonant
Target word Utter. Age Target word Utter. Age
pas.'pas  ‘butterfly’ 'pa.pap 1;02.16 | pak.'pas  ‘butterfly’ 'pa.pas 1,03.25

v tsav ‘tortoise’ tsaz 1;04.10 | a.fi'fon  ‘kite’ Ra.di.'voo  1;04.24
" " taz 1;04.10 | " " " "
" ! 0af 1;04.10 | " " " "
a.vi.'son  ‘airplane’ ?a.ni'on  1;0424 | " " " "

f dzi'va.fa  ‘giraffe f.’ ziljaja'®  1;04.24 | kof ‘monkey’  kof 1;04.24
" " dijaja  1;0424 |" " " "

"> With the exception of references to selected age points determined by the first appearance or attempt of
certain segments, sequences and words.
'® In some cases the two consonants participating in the assimilation process undergo changes. 1 take the

consonant that undergoes only non-assimilatory changes to be the trigger of CH, e.g. in /d3i.'sa.fa/ — [3i.'ja.ja]

I take the change /8/ — [j] to be non-assimilatory (see 3.2.3).
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The items brought here are possible examples for CH of a segmental source. However,
the fact that it is found only in a limited number of target words (4 target words, 7 tokens)
indicates that CH is not a productive strategy for substituting difficult segments. Note that the
harmonized tokens of /a.vi.'son/ and /d3i.'sa.fa/ are found in the same session in which SR
first produced v and £, but the faithful productions appear after the harmonic ones. Also note
that the analysis presented here is somewhat speculative, since it relies on the child’s
performance during a time-limited weekly session (however, this is true for acquisition
studies in general and we may assume that children’s performance during the session reflects

their competence around that time).

4.2.2 Phonotactic
Another possible source for CH is phonotactic limitations. One type of phonotactic limitation
is combinatorial, i.e. limitations on the co-occurrence of certain segments. In order to
determine if a certain case of CH results from co-occurrence restrictions I searched the corpus
for earlier productions containing that sequence, e.g. for /'fe.mef/ ‘sun’ — ['me.me6] (SR:
1;09.09), I searched SR’s corpus for utterances containing the sequence ['fe.m] up to the age
of 1;09.09 (not including). Whenever I could not find an exact match I relaxed the condition
in one of several ways: allowing different prosodic pattern (e.g. [fe.'m] ~ [fem]), allowing
different intervening vowel (e.g. [fa.'m]), and in some cases even different consonants (e.g.
[se.'m]). I took the liberty to do the last move when the consonant in question is used by the
child interchangeably with other consonants. This is true mostly for voiced-voiceless
consonant pairs and coronal fricatives/affricates. Nevertheless, for all the searching methods I
required the same temporal order of the trigger and the target (e.g. [{...m] but not [m...{[]).
The following tables indicate harmonized cases for which there is no previous evidence
for the co-occurrence of the trigger and the target. The first co-occurrence is also indicated

for comparison. The relevant consonants are highlighted.

(13) Consonant Harmony of combinatorial source (SR)

Seq. Harmonic token First production of consonant sequence
Target word Utter. Age Target word Utter. Age

b-ts |bej.'tsa ‘egg’ ta.'tba 1;04.17 |bej.'tsa  ‘egg’ bej.'tBa 1;07.23
ha- ‘the onion’ ?aba.'bal 1;05.15 |" " " "
.ba.'tsal

g-s |'ken.gu.su ‘kangaroo’ gu.'guu 1;04.10 | ka.'sif ‘shark’ ki.'sif 1;06.26
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Harmonic token

First production of consonant sequence

Sed. Target word Utter. Age Target word Utter. Age
" " 'gu.gim  1;04.24 |" " " "
" " gu'gum  1;05.04 |" " " "
j-f |dzi'sa.fa  “‘giraffe.f 3i'jaja 1;04.24 |a'jef ‘tired.m.sg’ jef 1;09.00
k-s |ke.a.'sa ‘bowel’ ke.a'ka  1;05.21 |ka.'sif ‘shark’ ki.'sif 1;06.26
k-s |kiv.'sa ‘sheep.f.sg”  6i.'0aa 1;05.15 |kiv.'sa  ‘sheep.f.sg’ 'ki.saa 1;05.15
m-g |mig.'dal  ‘tower’ ga.'gal 1;05.08 |'mu.zika ‘music’ 'mui.ka 1;06.12
n-s |pa.'nas “flashlight’ pa.'saas  1;06.02 |pa.'nas  ‘flashlight’ 'ba.nad 1;06.02
n-ts |no.'tsa “feather’ 0a.'tba 1;07.09 |'fni.tsel  ‘schnitzel’ 'ni.tel 1;09.19
p-1 |pil ‘elephant’ til 1;04.10 |pil ‘elephant’ pil 1,04.24
" " " 1;04.17 |" " " "
p-B |pas.'pag  ‘butterfly’ 'pa.pap 1;02.16 |pag.'pag  ‘butterfly’ pa.'pa 1;03.25
K-n | 'o.ni ‘Roni 'na.nii 1;04.17 |a.vi.'son ‘airplane’ a.'son 1;07.02
(name)’
K-w |Ka.'wan  ‘Rawan wa.'wan  1;11.07 |N/A"
(name)’
s-f |saf.'sal ‘bench’ fa.'fal 1;06.02 |jan.'fuf  ‘owl’ an.'fuf 1;06.26
" " 'fa.fal 1;06.02 |" " " "

§-1 |fa.lom ‘hello’ la.laam  1;06.02 |fa.'lom  ‘hello’ fa.'lom 1;06.26
v |jo.'fev ‘sits.m’ ?0.'fev 1;07.09 |'fe.va ‘seven’ 'Be.va 1;08.03
" " 'fev " " " " "
ts-v |tsav ‘tortoise’ tsaz 1;04.10 |ha-.'tsav  ‘the tortoise’  ha.'tBav 1;06.26

" " taz 1;04.10 |to.'va ‘good.f.sg’ to.'vaa 1;05.15
" " 0ab 1;04.10 | 'ze.vel ‘rubbish’ ze.'vel 1;06.02
v-n |a.vi'son  ‘airplane’ ?a.ni'on  1;04.24 |afi'fon  ‘kite’ ?a.ti.'foon 1;04.24
x-v |ko.'xav ‘star’ ko.'pav 1;05.21 |ko.'yav  ‘star’ ko.'xav 1;08.24
! ! ko.'fav 1,06.26 |" ! " "
z-y, |'za.xal ‘caterpillar’  'ya.xal 1;06.26 |'fa.xas  ‘Shachar 'sa.ya 1;08.24
(name)’

(14) Consonant Harmony of combinatorial source (RM)

Harmonic token

First production of consonant sequence

Seq.

a Target word Utter. Age Target word Utter. Age
f-s |ta.'fas.ti ‘caught.1sg’  ta.'fafitii  2;00.16 |ta.'puz ‘orange (n)’ ta.'fus 2;01.19
f-y |la.ha.'foy ‘to reverse’ a.'xox 1;10.28 | ha.'fuy ‘backwards’ ha.'fuy 1;10.28
g-l1 |agal'la ‘cart’ ga.'ga 1;05.00 |i.'qul ‘circle’ i.'gul 1;10.28

7 /w/ is a low frequency phoneme in Hebrew, appearing mostly in loanwords.
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Seq. Harmonic token First production of consonant sequence
Target word Utter. Age Target word Utter. Age
I-s [le.so.'vev ‘to rotate’ ze.se.'vef  1;11.18]le.tsa.'jes  ‘to draw’ lisa.jees  1;11.18
-y |la-."xol ‘to the sand’ se.'x00j 1;10.28 | la.'xol ‘to the sand’ le."x00j 1;10.28
m-z | ma~ze ‘what’s that’  va.ze'® 1;08.14 | mi~ze ‘who’s that’ mi.'zee 2;01.19
" " " 1;11.25]" " " "
n-l |naa.'laim  ‘shoes’ la.'la 1;05.29 | le.hika.'nes ‘to enter’ eka'nel  2:;00.09
p-1 |pil ‘elephant’ pib 1;08.14 | na.'fal ‘x fell.m.sg’ ha.'pal 1;10.06
p-5 |'peray “flower’ 'paa.pi 1;05.29 |i.'puy ‘make-up’ pux 1,09.27
'pe.say “flower’ 'pikta 1;08.01 |" " " "
-t |la.'we.det ‘to descend’ a'deded  1;09.27|'s0.tem ‘Rotem E.oton 1;09.27
(name)’
'Ko.tem ‘Rotem do.tem 1;09.27 " " " "
(name)’

s-k |sa.'kin “knife’ xe.'kin 1;09.27 | sa.'gur ‘closed’ sa.'kuu 1;10.28
J-f |mifka.'faim “‘glasses’ kofa.'faa  1;09.10|d3i.'sa.fa ‘giraffe.f® fi.'fa.fa 1;09.10
mif.ka.'faim ‘glasses’ a.fu.'fai 1;09.10|" " " "

§x |fa.'xor ‘black.m.sg.”  xa."xo¥ 1;09.27 | fa.'yor ‘black.m.sg.”  a.'fe.xoor 1;09.27
t-v |tov ‘good,well’ 'tot" 1;06.26 | 'de.vek ‘glue’ 'de.vo 1;08.07
v-t | may.'vat ‘frying pan’  a'.xue.dat 1;09.18 |ki.'mat ‘almost’ i.'vat 1;09.27
x-d |xa.'daf ‘new.m.sg.’ fa.'taf 1;08.27 | xut ‘string’ xut 1,08.27

may.'vat “frying pan’ @.da.'dat  1;09.18 | may.'vat “frying pan’ a.'yue.dat 1;09.18

x-1 |ka."yol ‘blue.m.sg.’ $00j 1;08.07 | ka.'yol ‘blue.m.sg.’ yob 1;08.07

'va.li ‘Chali fa.li 1;09.18 | mi."yal ‘Michal yab 1;09.18
(name)’ (name)’

z-l |ze~ole ‘it ascends’ lo.lee 2;01.12 | 'pa.zel ‘puzzle’ 'pa.zel 2;03.01

From the tables above, we can learn that quite a few cases of CH involve target sequences

that are apparently missing from the child’s production “inventory”. There are 28 such items

for SR, 4 of which do not seem to have another plausible motivation out of the factors

considered here:

(15) Exclusive combinatorial motivation for Consonant Harmony (SR)

Target word Utter.  Age
'ken.gu.ku  ‘kangaroo’ 'gu.gim  1;04.24
'ken.gu.su  ‘kangaroo’ gu.'gum 1;05.04

'8 Whenever stress is not marked on a produced token it is absent in the original transcription.
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Target word Utter. Age
pa.'nas ‘flashlight’ pa.'saas  1;06.02

ko.'yav ‘star’ ko.'fav  1;06.26

In RM’s data there are 24 harmonized items which may be related to problematic sequences;

3 of these items do not seem to have another motivation:

(16) Exclusive combinatorial motivation for Consonant Harmony (RM)

Target word Utter. Age

pil ‘elephant’ pib 1;08.14
ma~ze ‘what’s that” va.ze 1;08.14
" " " 1;11.25

To summarize, CH is correlated in many cases with the appearance of a consonant sequence
in the target word which the child has not produced before. Therefore, we may hypothesize
that harmony is used as a solution for difficult sequences. However, it would be hard to find

conclusive evidence for a direct connection between CH and consonant co-occurrence.

The second type of phonotactic source of CH is non-combinatorial limitations which
prohibit the appearance of certain segments in certain prosodic positions (another possibility
is a preference for certain segments in certain positions). It is well known that segmental
development is linked to prosodic development, e.g. fricatives tend appear in coda position
before they are produced in onset position (cf. Ben-David 2001). Therefore, it is possible that
CH will serve to replace segments in certain prosodic positions while leave them intact in
others.

To investigate this hypothesis for each harmonized consonant, I compared the age of
the harmonized production with the age of the first production in which the target consonant
appears in the same prosodic position as in the harmonized token. Note that I focus on the
structure of the productions and not on the structure of the target words; for example, in
/jo.'fev/ ‘sits ms.sg.” — [feev] (SR: 1;07.09) the attempted target word is disyllabic but the
utterance is monosyllabic; I therefore, examine the behavior of the target consonant fin the

onset of monosyllabic productions. Also note that the notion of “identical prosodic position”

is somewhat problematic; for example, it is not obvious that a C, position in C;V.'C,V can be

treated as equal to C,in 'C;V.C,V or C,V.'C,VC; productions. Whenever possible, I selected
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a production with the exact same structure as the harmonized production in question ([[VC],
for the above example). When I could not find a matching production (that preceded the
harmonized token) I searched for close structures, giving priority to more complex
productions ([fV.CV] for the above example). Also, when possible, I preferred to use
productions that had consonantal contrast similar to the underlying contrast in the harmonized
token in question ([{VCpiabial, +con] for the above example) to isolate combinatorial from non-
combinatorial limitations. In some cases I broadened the search even further by applying to
different consonants. In the example above, if no early production of [[VC] is found I may
search for [sVC], [3VC] or [6VC] instead (see discussion earlier).

The tables in (17) and (18) list the harmonized tokens (for SR and RM, respectively)
in which the harmonized consonant has not been produced before in the same prosodic
position in question. The first production of the target consonant in the relevant position is

also indicated for comparison. The position of interest in each production is highlight.

(17)  Consonant Harmony of non-combinatorial source (SR)

Harmonic token First production of target consonant in position
Target word Utter. Age Target word Utter. Age
pas.'pas ‘butterfly’ 'pa.pap 1;02.16 |'bokes  ‘morning’ 'bo.ker 2;01.11
dzip ‘jeep’ dit 1,03.25 |d3zip ‘jeep’ dip 1;07.23
" " " 1;04.10 |" " " "
" " " 1;05.08 |" " !
'ken.gu.xu ‘kangaroo’ gu.'guu 1;04.10 |d3i.'va.fa ‘giraffe.f di'sa 1;04.10
tsav ‘tortoise’ 0af 1;04.10 | kof ‘monkey’ kof 1;04.24
" " taz 1;04.10 |" " " "
" " tsaz 1;04.10 |" " " "
pil ‘elephant’ til 1;04.10 |pil ‘elephant’ pil 1;04.24
" " " 1;04.17 |" ! ! !
'K0.ni ‘Roni (name)’  'ma.nii 1;04.17 | 'g0.ni ‘Roni '¥o.ni 1;08.10

(name)’
hi.po.po.'tam ‘hippopotamus’ ‘ja.ta.'ta 1;04.24 | ve- ‘and cow’  ve.pa.'Ba 1;09.19
.pa.'sa
dzi.'sa.fa ‘giraffe.f” 3i.'jaja 1;04.24 |dzi.'va.fa ‘giraffe.f doi.'sa.fa 1;10.07
a.vi.'son ‘airplane’ ?a.ni.'on 1;04.24 [se.vi.'von ‘spinning ?e.vi.'vim 1,05.08
top’

" " " 1;05.04 |" " " "
mig.'dal ‘tower’ ga.'gal 1;05.08 |pa.'nas ‘flashlight’  ma.'mas 1,06.02
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Harmonic token First production of target consonant in position
Target word Utter. Age Target word Utter. Age
ha-.ba.'tsal  ‘the onion’ ?a.ba.'bal 1;05.15 |ta- ‘the ta.mo.t0e®  2:01.06
.mo.'tsets pacifier.acc’
ko.'yav ‘star’ ko.'pav 1;05.21 |ka.'xol ~ ‘blue.m.sg.’ ka."yol 1;06.20
saf.'sal ‘bench’ fa.'fal 1;06.02 |su.'sim ‘horses’ 01.'0im 1;06.26
fa.'lom ‘hello’ la.'laam 1;06.02 |fa.'lom ‘hello’ fa.'lom 1;06.26
'fe.mef ‘sun’ 'me.me6 1;06.20 |fa.'lat ‘remote 'fa.lat 1;06.26
control’
je.led ‘boy’ le.led 1;07.02 | 'je.led ‘boy’ je.led 1,07.02
bob~ha- ‘Bob the bo.na.na.'naj 1;08.03 |ha- ‘the dices’ ?akubijot  1;11.02
.ba.'naj bulider’ ku.bi.'jot
" " bo.ana.'naj  1;09.19 |" ! ! !
" " bob.na.'naj  1;09.19 |bob~ha-  ‘Bob the a.bob.ba.'naj 2;02.17
ba.'naj  bulider’

Harmonic token

(18) Consonant Harmony of non-combinatorial source (RM)

First production of target consonant in position

Target word Utter. Age Target word Utter. Age
a.ga.'la ‘cart’ ga.'ga 1;05.00 |na.a.'laim ‘shoes’ la.'la 1;05.29
'pe.way “flower’ 'paa.pi 1;05.29 |'sa.ka ‘Sara (name)’ 'fa.wa 2;00.09
na.a.'laim ‘shoes’ la.'la 1;05.29 |na.'mes ‘leopard’ na.'ma 2;00.09
tov ‘good, well’ 'tot™ 1;06.26 |daf ‘paper sheet’ daaf 1;08.14
'pe.Bay “flower’ 'pi.kPa 1;08.01 |'sa.a ‘Sara (name)’  'fa.Ka 2;00.09
ka.'yol ‘blue.m.sg.’ S00j 1;08.07 | ka."xol ‘blue.m.sg.’ "xaj 1;08.07
xa.'daf ‘new.m.sg’ fa.'taf 1;08.27 |xa.'daf ‘new.m.sg’ xa.'taf 1;09.18
mif.ka.'faim  ‘glasses’ ko.fa.'faa 1;09.10 |ji.fa.'fey ‘will ti.fa.'fe 2;01.19
spill.3m.sg’
mif.ka.' faim  “‘glasses’ a.fu.'fai 1;09.10 |" " ! "
dzi.'sa.fa ‘giraffe.f” fi.'fa.fa 1;09.10 |d3i.'sa.fa ‘giraffe.f” fi.'va.fa 1;09.18
may.'vat “frying pan’ a.'yue.dat  1;09.18 |le.so.'vev ‘to rotate’ €.50.'vev 1;11.18
'va.li ‘Chali (name)’ fa.li 1;09.18 |ya.'daf ‘new.m.sg’ xa.'taf 1;09.18
'Bo.tem ‘Rotem do.tem 1;09.27 |'so.tem ‘Rotem KO.ton 1;09.27
(name)’ (name)’
la.'se.det ‘to descend’ a'de.deh 1;09.27 |la.'se.det ‘to descend’ la.'se.det 1;11.25
tele.'vizja  ‘television’ a.'de.da 1;10.06 |ga.'vo.ha ‘tall, high’ go.'va.wa 2:00.30
" " te.ni.'ni.tsa  1;11.18 | me.fa.ye. ‘scared.f.sg.’ ma.fa.'ye.det 2;05.15
'det
" " te.zi.gi.'zaa 1;11.18 |ve-le.'ma.la ‘and upstairs’ vele'mala  2;03.01
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Harmonic token

First production of target consonant in position

Target word Utter. Age Target word Utter. Age

" " e.'di.da 1;11.18 |ga.'vo.ha  “tall, high’ go.'vawa  2;00.30
" " te.'tsi.sa 2;00.02 |tele.'vizja  ‘television® te.'vi.naa 2:00.02
" " e.'di.zaa 2:01.12 |a.'val ‘but’ a.'vaja 2;01.19
xi.pu.'fit ‘beetle’ se.pu.'fis 1;11.25 |xa.tu.'lim ‘cats’ xa.tu.'lim 2:02.11
" " fe.xo.'sit 2;00.09 | pas.'tsuf “face’ pa.a.'suf 2;04.25
1if.'toay ‘to open’ ti.fi.'toay  2;00.09 |ba- ‘by bicycle’ ba.fa.'naim  2;03.29

.0.fa.'naim

'te.le.fon ‘telephone’ 'te.je.fon 2;00.30 |'te.le.fon ‘telephone’ 'te.le.fon 2;00.30
hit.ja.'bef ‘dried (intr.)’  nitba.'beef 2;02.25 |mitsi.'jot ‘umbrellas’ mitki.'jot 2:08.24

As in the combinatorial analysis, we can see that a good many cases of CH previously
unproduced phonotactics. In SR’s data there are 25 tokens in which the harmonized

consonant was not produced in the relevant prosodic position before. For 8 of these items

none of other examined factors provides a plausible account.

(19) Exclusive non-combinatorial motivation for Consonant Harmony (SR)

Target word Utter. Age

dzip ‘jeep’ dit 1;04.10
" " " 1;05.08
hi.po.po.'tam ‘hippopotamus’ jata.'ta 1;04.24
a.vi.'son ‘airplane’ ?a.ni.'on 1,04.24
'fe.mef ‘sun’ 'me.me6 1;06.20
bob~ha-.ba.'naj ‘Bob the bulider’ bo.na.na.'naj 1,08.03
" " bo.a.na.'naj 1;09.19
" " bob.na.'naj 1;09.19

In RM’s corpus there are also 25 items in which CH might be associated with segmental

licensing, and 11 items which are not related to other factors:

(20) Exclusive non-combinatorial motivation for Consonant Harmony (RM)

Target word Utter. Age

dzi.'sa.fa ‘giraffe.f® fi.'fa.fa 1;09.10
te.le.'viz.ja ‘television’ e.'di.da 1;11.18
" " te.ni.'ni.tsa 1;11.18
" " te.zi.gi.'zaa 1;11.18
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Target word Utter. Age

" " e.'di.zaa 2:01.12
" " te.'tsi.sa 2:00.02
xi.pu.'fit ‘beetle’ se.pu.'fis 1;11.25
" " fe.xo.'sit 2;00.09
1if.'toay ‘to open’ ti.fi.'toay 2;00.09
'te.le.fon ‘telephone’ 'te.je.fon 2;00.30
hit.ja."bef ‘dried (intr.)’  nit.ba.'beef 2:02.25

Again, we might say with some caution that CH can be used to resolve phonotactic

difficulties by removing a consonant from a position where it creates problems for the child.

4.2.3 Prosodic

Following the discussion on non-combinatorial phonotactics, I now turn to investigate a third
possible source of CH - prosodic development. Here I address the question of whether an
instance of CH in a certain prosodic position is related to the prosodic structure in general,
regardless of segmental features. The analysis is performed as follows: for every harmonized
token, I extract all the produced tokens with the same prosodic structure up to (and including)
the age of occurrence of the harmonized token and examine the rate of faithful productions in
the prosodic position exhibiting harmony. For example, in /hi.po.po.'tam/ ‘hippopotamus’—
[ta.'tam] (SR: 1;05.15) CH occurs in C; in C;V.'C,VCs;; 1 therefore list all SR’s productions
of the form C;V.'C,;VC; up to the age of 1;05.15 and determine the rate of faithful
productions in C;. This analysis would not provide direct evidence for the connection
between CH and prosodic development, but it may hint to such a connection if the examined
prosodic position has low faithfulness or if the entire structure is rarely used.

The following charts provide a prosodic analysis for the examined corpora. They are
organized as follows: the harmonized tokens are divided into groups by quartiles, i.e. a token
is included in the 50%-75% group, if up to the age of the production between 50% and 75%
of the tokens in the corpus with the same prosodic structure contained a faithfully produced
consonant in the relevant prosodic position. The example above is included in the 50%-75%
group, since 66% of the tokens in SR’s corpus of the structure C;V.'C,VC; up to the age of
1;05.15 have a faithful C;.
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(21) Consonant Harmony and the development of prosodic positions

SR
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Quartile
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60 56
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From the charts in (21) we can learn that in most cases CH occurs in a prosodic
position which the child has a relatively good control of. Yet, there are some 20-30 items for
each child in which it is likely that CH is used to resolve a prosodic difficulty. The tables in
(22) and (23) list the harmonized tokens in the two lower groups. The harmonized position is

highlighted in each item.
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(22) Consonant Harmony in “difficult” prosodic positions (SR)

Target word Utterance Age Tokens of % of faithfulness
prosodic structure

pag.'pas ‘butterfly’ 'pa.pap 1;02.16 1 0%
a.vi.'son ‘airplane’ ?a.ni.'on 1,04.24 9 0%
dzi.'va.fa ‘giraffe.f 3i.'jaja 1;04.24 2 0%
hi.po.po.'tam ‘hippopotamus’ ja.ta.'ta 1;04.24 1 0%
a.vi.'son ‘airplane’ ?a.ni.'on 1,05.04 11 0%
ke.a.'sa ‘bowel’ ke.a.'ka 1;05.21 1 0%
a.vi.'son ‘airplane’ ani.'in 1;05.29 1 0%
a.vi.'son ‘airplane’ ?a.ni.'in 1,05.29 12 0%
ha.-ba.'naj ‘the-builder’ a.da.'naj 1;06.20 2 0%
bob~ha-.ba.'naj  ‘bob the bulider’  bo.na.na.'naj 1;08.03 1 0%
bob~ha-ba.'naj  ‘bob the bulider’  bo.a.na.'naj 1;09.19 2 0%
'ken.gu.su ‘kangaroo’ gu'gum 1;04.10 13 31%
dzip ‘Jeep’ dit 1,03.25 20 35%
bob~ha-ba.'naj  ‘bob the bulider’  a.na.'naj 1;09.19 5 40%
bob~ha-.ba.'naj  ‘bob the bulider’  bo.na.na.'naj 1;11.07 10 40%
tsav ‘tortoise’ tsaz 1;04.10 37 41%
tsav ‘tortoise’ taz 1;04.10 37 41%
tsav ‘tortoise’ 0a0 1;04.10 37 41%
dzip ‘jeep’ dit 1;04.10 37 41%
'K0.ni ‘Roni (name)’ 'na.nii 1;04.17 28 43%
'ken.gu.su ‘kangaroo’ gu.'gum 1;05.04 25 44%
bob~ha-.ba.'naj  ‘bob the bulider’  bo.na.na.'naj 1;11.07 9 44%
hi.po.po.'tam ‘hippopotamus’ 'ta.ta 1;04.24 39 49%
ha-.ba.'tsal ‘the onion’ ?a.ba.'bal 1;05.15 4 50%

(23) Consonant Harmony in “difficult” prosodic positions (RM)

Target word Utterance Age Tokens of prosodic % of faithfulness
structure

'de.vek ‘glue’ o.'be.be 1;08.07 2 0%
mif.ka.'faim ‘glasses’ a.fu.'fai 1;09.10 1 0%
dzi.'va.fa ‘giraffe’ fi.'fa.fa 1;09.10 1 0%
dzi.'sa.fa ‘giraffe’ fi.'va.fa 1;09.18 2 0%
may'vat “frying pen’ a."yue.dat 1;09.18 2 0%
od-pa.'sa ‘another-cow’ o.'pa.pa.wa 1;09.27 1 0%
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Target word Utterance Age Tokens of prosodic %o of faithfulness
structure

te.le.'viz.ja ‘television’ te.ni.'ni.tsa 1;11.18 1 0%
te.le.'viz.ja ‘television’ te.zi.gi.'zaa 1;11.18 2 0%
te.le.'viz.ja ‘television’ ta.'ziz.jaa 2;00.09 1 0%
hitbal.'bal.ti  ‘got mixed up 1sg’ ilbal.'bal.ti  2;01.19 1 0%
mis.to.'ve.vet  ‘rotating. fm.sg. is.pe.'ve.vet  2;02.04 1 0%
maf."yid ‘scarry ms.sg.’ maf.'yige.?i  2;06.19 1 0%
may.zi.'sa ‘returning fm.sg.’ bya.bi.'ka 2;09.17 1 0%
xa.'daf ‘new ms.sg.’ fa.'taf 1,08.27 5 20%
su.kag.'ja ‘candy’ le ka.'laa 1;11.25 13 23%
'pe.say “flower’ 'paa.pi 1;05.29 4 25%
xi.'tul ‘diaper’ a.Ji.'tul 1;10.06 4 25%
la.'se.det ‘to descend’ a.'dee.det 1;10.13 7 29%
le.so.'vev ‘to rotate’ ze.se.'vef 1;11.18 7 29%
may'vat “frying pen’ @.da.'dat 1;09.18 3 33%
la.'ve.det ‘to descend’ a.'dee.deh 1;09.27 6 33%
ha.'i.ti ‘was 1sg’ de.'i.ti 2;01.12 6 33%
ba.- ‘on.the-television’ ba.tije.'vivija 2;04.25 3 33%
te.le.'viz.ja

'B0.tem ‘Rotem (proper do.tim 1;10.13 14 36%

name)’
xi.pu.'fit ‘beetle’ se.pu.'fis 1;11.25 13 38%
ken ‘yes’ nén 1;06.05 54 41%
'Ko.tem ‘Rotem (proper 'do.tem 1;09.27 12 42%
name)’

xi.pu.'fit ‘beetle’ Jexo.'sit 2;00.09 21 48%
'du.bi ‘teddy bear’ bu.bi 1;10.13 96 49%
a.ga.'la ‘cart’ ga.'ga 1;05.00 2 50%
ken ‘yes’ geg 1;05.10 8 50%
mif.ka.'faim  “‘glasses’ ko.fa.'faa 1;09.10 2 50%
a.'dom ‘red ms.sg.’ a.di.'de 1;09.27 4 50%
ta.'fas.ti ‘caught 1sg.’ ta.'faf.tii 2;00.16 2 50%
mal.bi.'fa ‘dressing fm.sg.’ mef.'pi.fa 2;02.04 4 50%

It is difficult to determine that a certain case of CH results from prosodic difficulties only by
looking at general percentages. Yet, this could be a plausible account for many items in the

lists above, especially for cases in which none of the produced tokens with a given structure
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have a faithful consonant in the relevant position (e.g. /dzi.'sa.fa/ ‘giraffe’ — [fi.'fa.fa], RM:
1;09.10).

The prosodic analysis has revealed an additional interesting finding - in several cases
when examining the same prosodic position in different ages I found that in the later age the
faithfulness rate has somewhat dropped. For example, examining C; position in 'C;V.C,VC;
productions in SR’s data, I found 71% of faithfulness up to the age of 1;06.02 (total of 69
productions) but only 65% of faithfulness by 1;06.20 (total of 97 productions). This lower
level is also observed with later productions of this structure and only around the age of
1;09.09 faithfulness starts to rise again. Although this decline is not statistically significant
(Fisher’s exact test, p>0.05) this might imply that SR’s performance has degraded at some
point during development. This pattern is also observed with other structures and in both
children. I propose to further investigate this regression in development which is also
reported previous studies (e.g. Becker and Tessier 2011; see 2.3). It is not clear whether this
finding has any implications on the analysis of CH, but it is possible that some instances of

CH are caused by the same force that is responsible for this regression.

4.3 Data processing aspect

As discussed in 2.1, CH might stem from input, storage and output problems. In many cases,
these factors can correspond to phonological restrictions. For example, CH on input/storage
level occurs when the target word contains a segment, sequence or structure that the child
currently does not have an appropriate representation for. We saw many potential examples
of this sort in the previous section. In the representation/output level, CH can be a
grammatical device that affects a perfectly faithful representation, either by altering an
existing representation or by creating an alternative representation in the “output lexicon” (cf.
Menn 1983, Becker and Tessier 2011). The examined corpora do not provide strong evidence
for the existence of a “grammatical CH”, since the data are relatively scarce and variable.

In this section, I would like to discuss two additional factors that may bring about
harmonized productions. These factors go beyond the abstract phonology to the lexical level.
First, it is possible that at the beginning of acquisition, each new item may present some
challenge to the child. The challenge could be of a perceptual nature, articulatory nature or
both. The following tables present the harmonized token which are also the first attempts to

produce the target word (in some cases a token following the first attempt).
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(24)

Consonant Harmony on first target word attempt (SR)

Target word Utter. Age

dzip ‘jeep’ dit 1;03.25
hi.po.po.tam  ‘hippopotamus’  gu.go.'gaa 1;04.03
'ken.gu.su ‘kangaroo’ gu.'guu 1,04.10
tsav ‘tortoise’ tsaz 1;04.10
" " taz 1;04.10
" " 0ab 1;04.10
bej.'tsa ‘egg’ ta.'tba 1;04.17
a.vi.'son ‘airplane’ ?a.ni.'on 1,04.24
'be.ten ‘tummy’ 'be.pem 1;05.04
mig.'dal ‘tower’ ga.'gal 1;05.08
ha-.ba.'tsal ‘the onion’ ?a.ba.'bal 1;05.15
kiv.'sa ‘sheep.f® 0i.'0aa 1,05.15
ke.a.'sa ‘bowel’ ke.a.'ka 1;05.21
fa.'lom ‘hello’ la.'laam 1;06.02
saf.'sal ‘bench’ fa.'fal 1;06.02
" " fafal 1;06.02
ha-.ba.naj ‘the builder’ ada'naj 1;06.20
" " hada'naj 1:06.20
'za.yal ‘caterpillar’ "xa.xal 1;06.26
'ie.led ‘boy’ 'le.led 1;07.02
jo.'fev ‘sits.m’ 'feev 1;07.09
" " ?0.'fev 1;07.09
no.'tsa ‘feather’ 0a.'tBa 1;07.09
sim.'la ‘dress (n)’ la.'la 1;07.09
bob~ha-.ba.'naj ‘Bob the builder’ bona'naj 1;07.17
hey.'zik ‘held 3m.sg.’ kik 1;07.17
'ne.fex ‘vulture’ 'neyex 1;08.03
nif.be.'sa ‘broke.3f.sg’ ge'sa 1;09.09
Ka.'wan ‘Rawan (name)’  wa.'wan 1;11.07
le.va.'fel ‘to cook’ le.fa.'vel 2;01.11
'pla.stik ‘plastic’ 'ka.tik 2;02.22
a.vi.go.'nim ‘airplanes’ ?a.vi.go.'¥im 2:03.24
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(25)

Consonant Harmony on first target word attempt (RM)

Target word Utter. Age

a.ga.'la ‘cart’ ga.'ga 1;05.00
na.a.'laim ‘shoes’ la.'"la 1;05.29
'de.vek ‘glue’ a.'be.be 1;08.07
ka.'yol ‘blue.m.sg.’ S00j 1;08.07
ya.'daf ‘new.m.sg’ fa.'taf 1;08.27
mif ka.'faim ‘glasses’ ko.fa.'faa 1;09.10
" n a.fu.'fai 1;09.10
may.'vat “frying pan’ a.'yue.dat 1;09.18
" " &.da.'dat 1;09.18
'va.li ‘Chali (name)’ fa.li 1;09.18
fa.'yor ‘black.m.sg.’ ¥a. OB 1;09.27
od~pa.'sa ‘another cow’ o'papawa 1;09.27
sa.'kin “knife’ xe.'kin 1;09.27
te.le.'viz.ja ‘television’ a'de.de 1;10.06
la.'se.det ‘to descend’ a'de.deh 1;09.27
la-."yol ‘to the sand’ se.'x00j 1;10.28
la.ha.'foy ‘to reverse’ a.'yoy 1;10.28
va.'sod ‘pink.m.sg’ dee.'mod 1;11.18
" " va.'vod 1;11.18
ve-.'ze ‘and this’ ze.'ze 1;11.18
le.so.'vev ‘to rotate’ ze.se.'vef 1;11.18
dol.'fin ‘dolphin’ ta.'fiin 1;11.25
su.kag.'ja ‘candy’ le ko.'laa 1;11.25
na.'ze.let ‘runny nose’ na.'je.jet 2;00.16
ta.'fas.ti ‘caught.lsg.’ ta.'faf tii 2;00.16
me.ya.'jex ‘smiles.m’ xe.'Bay 2;00.16
na.'yaf ‘snake’ sa."xas 2;01.06
o0.'se.fet ‘collects.f’ o.'fee.ve 2;01.12
ze~o0.'le ‘it ascends’ o.lee 2:01.12
ha.'i.ti ‘I was’ de."i.ti 2:;01.12
hit.bal.'bal.ti ‘got mixed up 1sg’ il.bal.'bal.ti 2;01.19
hit.lay.'lay.ti ‘got dirty 1sg’ ti.'lak.li 2;01.19
Ka.'i.nu ‘saw.1pl’ ne.'?i.nu 2;01.27
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Target word Utter. Age

mal.bi.'fa ‘dressing.f’ mef.'pi.fa 2;02.04
lik.'not ‘to buy’ lik."lot 2;02.04
mis.to.'ve.vet  ‘rotates.f (intr.)’ is.pe.'ve.vet  2;02.04
me.tsa.'jes ‘drawing.m’ ze.'tsee 2;02.11
ho.'fe.yet ‘reversing f.sg.’ a.'fe.tet 2;02.18
hit.ja.'bef ‘dried (intr.)’ i.ba.'bes 2;02.25
te.ka.'lef ‘will peel 2ms.sg’ ka.ka.'vif 2;02.25
fo."ye.vet ‘lies down fim.sg.’ so.'fe.ve 2;03.01
" " fo.'fe.fet 2;03.01
je.la.'dot ‘girls’ lal.'dot 2;03.01
ha-."ye.lek ‘the part’ a.'sal 2;03.29
te.sap.'si ‘will tell 2fm.sg.’ 3is.paa.'ki 2;04.12
ay.'lif ‘will change 1sg’ ya.'vif 2;04.19
le.hay.'lif ‘to change’ lay.'lif 2;04.19
max.gi.'fa ‘feels.f.sg’ mef.gi.'fa 2;04.19
me.ya.leket  ‘dividing fm.sg.’ ma.yal.'kel 2;04.19
fe-."xo.fex ‘that (comp)-darkness’  se.'fo.fer 2;04.25
ba.te.le.'viz.ja  ‘on.the-television’ ba.tije.'vivija 2;04.25
ha-.'zug ‘the-pair’ da.'zug 2;05.09
me.ya.me. mim ‘heating ms.pl.’ me.xay.'mim 2;05.27
¥a.' muts ‘sour m.sg.’ xa.'vus 2;05.29
niy.na.'sim ‘entering pl.” iy.na.'siv 2;09.17
may.zi.'sa ‘returns.3f.sg’ bya.bi.'xa 2;09.17
a.xa.'ber ‘will connect 1sg’ xa.'beg 2;09.29

The lists above provide evidence that CH may be related to lexicon learning. 32 items

in SR’s list appear in the first session in which the target word was attempted. They equal to
about 18% of all the harmonized tokens in his data (5 items in the list are repetitions of
another harmonized token). In 11 cases, segmental or phonotactic factors do not provide a
solid account for harmony, i.e. the segments, sequences and prosodic structures involved are

not expected be difficult for the child. Theses are listed in (26).
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(26) Exclusive lexical motivation for Consonant Harmony (SR)
Target word Utter. Age
'be.ten ‘tummy’ 'be.pem 1;05.04
ha-.ba.naj ‘the builder’ ada'naj 1;06.20
" " hada'naj 1;06.20
sim.'la ‘dress (n)’ la.'la 1;07.09
bob~ha-.ba."naj ‘Bob the builder’ bona'naj 1;07.17
hey.'zik ‘held 3m.sg.’ kik 1,07.17
'ne.fex ‘vulture’ 'nexex 1,08.03
nif.be.'sa ‘broke.3f.sg’ ge'sa 1;09.09
le.va.'fel ‘to cook’ le.fa.'vel 2;01.11
'pla.stik ‘plastic’ 'ka.tik 2;02.22
a.vi.go.'nim ‘airplanes’ ?a.vi.go.'¥im 2:03.24

The lexical factor of CH seems even more prominent for RM. As many as 57 items or 39% of
her harmonized tokens can be attributed to first use of a word (4 items are repetitive attempts
following another harmonized token). For 38 cases there is no plausible segmental or

phonotactic motivation. These items are listed in (27).

27)

Exclusive lexical motivation for Consonant Harmony (RM)
Target word Utter. Age
'de.vek ‘glue’ 2."be.be 1;08.07
od~pa.'sa ‘another cow’ o'papawa 1;09.27
va.'sod ‘pink.m.sg’ dee.'mod 1;11.18
" " va.'vod 1;11.18
ve-.'ze ‘and this’ ze.'ze 1;11.18
dol.'fin ‘dolphin’ ta.'fiin 1;11.25
su.kag.'ja ‘candy’ le ko.'laa 1;11.25
na.'ze.let ‘runny nose’ na.'je.jet 2;00.16
me.ya.'jey ‘smiles.m’ xe.'say, 2;00.16
na.'yaf ‘snake’ sa."xas 2;01.06
o.'se.fet ‘collects.f’ o.'fee.ve 2:01.12
ha.'i.ti ‘I was’ de."i.ti 2;01.12
hit.bal.'bal.ti ‘got mixed up 1sg’ il.bal.'bal.ti 2;01.19
hit.lay.'lay.ti ‘got dirty 1sg’ ti.'lak.li 2;01.19
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Target word Utter. Age

Ka.'i.nu ‘saw.1pl’ ne.'?i.nu 2;01.27
mal.bi.'fa ‘dressing.f’ mef.'pi.fa 2;02.04
lik.'not ‘to buy’ lik."lot 2;02.04
mis.to.'ve.vet  ‘rotates.f (intr.)’ is.pe.'ve.vet  2;02.04
me.tsa.'jes ‘drawing.m’ ze.'tsee 2;02.11
ho.'fe.yet ‘reversing f.sg.’ a.'fe.tet 2;02.18
hit.ja.'bef ‘dried (intr.)’ i.ba.'bes 2;02.25
te.ka.'lef ‘will peel 2ms.sg’ ka.ka.'vif 2;02.25
fo."ye.vet ‘lies down fim.sg.’ so.'fe.ve 2;03.01
" " fo.'fe.fet 2;03.01
je.la.'dot ‘girls’ lal.'dot 2;03.01
ha-."ye.lek ‘the part® a.'sal 2;03.29
te.sap.'si ‘will tell 2fm.sg.’ 3is.paa.'ki 2;04.12
ay.'lif ‘will change 1sg’ ya.'vif 2;04.19
le.hay.'lif ‘to change’ lay.'lif 2;04.19
mak.gi.'fa ‘feels.f.sg’ mef.gi.'fa 2;04.19
me.ya.leket  ‘dividing fm.sg.’ ma.yal.'kel 2;04.19
fe-.'xo.fex ‘that (comp)-darkness’ se.'fo.fes 2;04.25
ba.te.le.'viz.ja  ‘on.the-television’ ba.tije.'vivija 2;04.25
ha-.'zug ‘the-pair’ da.'zug 2;05.09
me.ya.me. mim ‘heating ms.pl.’ me.xay.'mim 2;05.27
¥a.' muts ‘sour m.sg.’ xa.'vus 2;05.29
niy.na.'sim ‘entering pl.’ iy.na.'siv 2;09.17
a.xa.'be ‘will connect 1sg’ xa.'beg 2;09.29

All in all, the data presented here suggest that CH is likely to appear in the first use of a

CH resulted from faulty planning or execution.

51

word, for whatever reason. One may point out that the analysis demonstrated here does not
take into account the possibility that the child is already familiar with (some of) the lexical
items in question, and referring to the productions here is “first use” might be incorrect. This
of course can be a real problem and I do not have evidence to support or refute the claim. If
the first use of the word is indeed the first (probably through imitation of an adult) it can
indicate a misperception on behalf of the child. If the child has already used that word in the

past (with no recordings of the attempt) it may either have an inaccurate representation or that



The idea of an inaccurate lexical representation as a source of CH is not a very popular
hypothesis. The common assumption is that children have good perceptual qualities and that
their underlying representations are close (if not identical) to the adult surface forms (cf.
Smith 1973). However, there is some evidence suggesting that the children in the present
study store some words in a harmonized (or generally inaccurate) form from the beginning.
While most of the harmonized tokens examined here are unique, some others are used
repeatedly during a certain period of time. This observation is true mostly for long words
which the children attempt relatively early when they are incapable of producing such
complex constructions. In such cases harmony can persist even when its original motivation
is no longer effective. Table (28) lists some multiple harmonized productions found in the

SR’s data (excluding immediate identical repetitions).

(28) Lexicalized Consonant Harmony (SR)

Target word Utter. Age

a.vi.'son ‘airplane’ ?a.ni.'on 1,04.24
?a.ni.'on 1;05.04
?a.ni.'in 1;05.29

bob~ha-.ba.'naj  ‘Bob the bulider’  bo.na.'naj 1;,07.17
bo.na.'naj 1,08.03
bo.na.na.'naj 1;08.03
bo.na.'naj 1;08.10
bo.na.'naj 1;09.19
bo.da.'naj 1;09.19
bob.na.'maj  1;09.19
bo.a.na.'naj  1;09.19
a.na.'naj 1;09.19
bo.na.'naj 1;10.07
bo.na.na.'naj 1;11.07

a.bona.'naj 1;11.07
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Target word Utter. Age

dzip"” ‘jeep’ dit 1;03.25
dit 1;04.10
dit 1;05.08
hi.po.po.'tam ‘hippopotamus’ ja.ta.'ta 1;04.24
'ta.ta 1;04.24
'ta.tam 1;04.24
ti.'taam 1:05.04
'ta.taam 1:05.08
'ta.tam 1;05.15
ta.'tam 1;05.15
'ti.tam 1;06.20
ta.'tam 1;06.20
ta.'tam 1;06.26
'to.tam 1;06.26
'to.tam 1;07.02
to.'tam 1;07.09
hi.po.tot 2;00.21
'ken.gu.su ‘kangaroo’ gu.'guu 1;04.10
gu.'gum 1;04.10
'gu.gim 1;04.24
gu.'gum 1;05.04
gu.'gum 1;07.02
gu.'gum 1;07.09
ga.'gom 1;09.27
'fe.mef ‘sun’ 'me.me6 1,06.20
'me.me0 1;06.26
'me.me0 1;07.23
'me.me0 1;09.09
pil ‘elephant’ til 1;04.10
til 1;04.17

' An anonymous reviewer has brought to my attention that /d3ip/ is an atypical word in Hebrew: it contains a
d3and a coda p which are both rare in Hebrew and appear mainly in loanwords. This fact may contribute to the

mispronunciation of the word.
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Target word Utter. Age
til 1;04.24
til 1;05.29

Recall from 3.1 that SR is generally quite faithful in his productions to the target words.
It is therefore not expected from the data to find such consistent harmonization. Take for

example SR’s productions of /'ken.gu.su/ ‘kangaroo, which he consistently harmonizes from

the age of 1;04.10 to 1;07.02 (later on he uses CH in variation with faithful productions, e.g.
[gu.'BUm], 1;07.09). Remarkably, many of his productions contain a “mysterious” nasal coda
(e.g. [gu.'gum]) which continues to appear even when he stops harmonizing the word. Thus, I
hypothesize that some of the earliest harmonized productions could be “fossilized” forms
initially caused by misperception or inaccurate representation, and on the long run their
appearance does not represent active “rule” of CH (see Stemberger 1989).

In RM’s data there is not much evidence for this type of lexicalized harmony. She does
have multiple harmonized tokens for the same target word, but they tend to be different from
one another (see for example her productions for /te.le.'viz.ja/ ‘television’). Cases of this sort
are most challenging for the analysis of CH - it is difficult to determine the cause for CH
when it is used in different fashions with the same word (especially if one aims to find a
feature-based theoretic model to account for CH). More specifically, it puts the child’s
underlying representation of the target word in doubt. This problem brings us to the last point
of this section - CH with no apparent motivation.

When considering segmental, phonotactic and lexical factors as possible motivations
for CH, there are 31 items in SR’s data and 50 in RM’s data for which none of the factors
seems to provide a good explanation (basically all the items which appear in the appendix
and were not listed in this and previous sections). The prosodic analysis in 4.2.3 can provide
an account for some of the items; in RM’s data, 7 items which were not classified as having a
segmental, phonotactic or lexical motivation were rated as 50% or lower in faithfulness in the
relevant prosodic position. In SR’s data there is only one such item. Still, there are several
dozens of items which the analysis could not account for in a satisfactory way. This means
that CH can occur when the child is familiar with the target word, and is not expected to
encounter phonological difficulties when using the word. Take for example RM’s production

['ke.lez] for /'ke.lev/ ‘dog.M’ (2;06.12); this production occurs after 28 attempts of the target

word, most of them are completely faithful, and it is followed by several additional faithful
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productions. In addition, the harmonization occurs in C3 position in 'C;V.C,VC; production,
which up to that point exhibits 90% faithfulness. Thus, there is no plausible explanation for
this one-time v-z alternation, at least not in terms of the factors considered here. In the
absence of plausible accounts for productions of this sort, I hypothesize that some cases of
CH can be after all “innocent” mistakes, isolated errors of similar nature to adult slips of the

tongue.

4.4 Discussion

In the second part of the study I evaluated some possible factors that can give rise to the
harmonized tokens found in section 3. The analysis suggests that CH can come from different
sources - it can replace unacquired segments, simplify difficult sequences and compensate for
complex prosodic structures. In many cases there is more than one plausible account for the

harmonized production. For example, the harmony in /tsav/ ‘tortoise’ — [tsaz] (SR: 1;04.10)

can be attributed to all the aforementioned factors: the previously unproduced v and as a
consequence previously unproduced v in coda position of CVC words and in a fs-v sequence.
27 items in SR’s data and 24 in RM’s data can be attributed to more than one factor. It should
be noted though, that even in the less ambiguous cases the reason for each instance of CH
cannot be determined with certainty.

The present study also revealed a possible relation between CH and the lexical level.
The children harmonize some words when first trying to produce them even if there is no
apparent phonological reason for doing so. In some cases the harmonized pattern persists
over a considerably long period suggesting that it is lexicalized. These two classes of
harmonized productions together with many isolated examples imply representational and
speech planning sources for CH. The latter factor is considered to be the source of slips of the
tongue, and possibly adult CH (cf. Hansson 2001).

Viewing child CH as a kind of slip of the tongue is not very popular; most studies
attempt to place CH in the child’s productive grammar. However, the data of the present
study do not seem to provide evidence for a productive operation of CH - I could not find
evidence that CH operates consistently to any degree at any stage of development. Further
research is needed to identify possible general grammatical effects on the children’s

productions.
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5. Consonant Harmony properties
In the third part of the study I analyze the properties of the harmonized tokens, as performed
in numerous previous studies, in order to seek for generalizations. The analysis will cover

properties such as type of feature change, trigger-target hierarchies, directionality, etc.

5.1 Segmental analysis
In this section, I examine the segmental component of CH. I start with an analysis of the
assimilation process, namely the valence and degree of change. After that, I will analyze the

properties of the consonants participating in the process, i.e. the trigger and the target.

5.1.1 Valence and degree

The children in the study exhibit both single featured CH (e.g. place: /'za.yal/ ‘caterpillar’—
['xa.xal], SR: 1;06.26; manner: /la.?a.'sot/ ‘to do’ — [se.'fot], RM: 2;02.25), and multi
featured CH (e.g. /?a.ga.'la/ ‘cart’ — [ga.'ga], RM: 1;05.00). There is also evidence for
partial (e.g. place agreement in: /'ke.lev/ ‘dog.M> — ['ke.lez], RM 2;06.12), as well as full
harmony (e.g. /je.led/ ‘boy’ — ['le.led], SR: 1;07.02).

Chart (29) illustrates the distribution of single- (manner, place) and multi-feature
changes, and chart (30) shows the degree of harmony (full or partial). For the analysis here
and in the following section, I switch to total production type analysis and eliminate multiple
identical tokens (even when produced on different stages) in order to cancel out token
frequency effects. For segmental analysis, I exclude even tokens which differ from one
another in segments/features which are not relevant to the substitution of interest (e.g. vowel

changes and the m-n alternation in /sotem/ ‘Rotem (proper name)’ — ['do.tem] ~ ['do.tim] ~
['do.ten]) or in prosodic structure (e.g. /hi.po.po.'tam/ ‘hippopotamus’ — [to.'tam] ~
['to.tam] ~ ['ta.ta]). This narrows the lists down to 62 items for SR and 114 for RM. Note that

in some cases, besides assimilation, the target undergoes an additional feature change which
is likely due to a non-assimilatory substitution (e.g. place assimilation + affrication in:

/la.a.'sof/ ‘to collect” — [le.'satf], RM: 1;11.25). In these cases, the additional change is
disregarded and the process is considered to be a single-featured CH. In addition, 3 cases in

SR’s data are ambiguous regarding the identity of the target or trigger (/hi.po.po.'tam/
‘hippopotamus’ — [go.go.'gaa], /dzi.'sa.fa/ ‘giraffe fm.” — ['3i.3a], / miy.na.'saim/ ‘pants’

— [mi.Ba.'0aim]). These cases are excluded from the valence calculations.
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(29) Valence of change
SR

100% -
80% -
00% 1 Ly, 46%
40% -

20% - 177
0

0% -
Multi  Place Manner
Feature

(30) Degree of Consonant Harmony
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From (29) we can learn that there are more cases of place and combined changes than

there are pure manner changes. However, manner changes are not at all negligible as might

be hinted from the low attention they receive in the literature (cf. Vihman 1978, Berg 1992,

Stoel-Gammon and Stemberger 1994, Tzakosta 2007). Chart (30) reveals that full harmony

is more common than partial harmony (see Vihman 1978 but also Berg 1992). This might be,

at least partially, due to the fact that many of the clear cases of assimilation involve changes

in both place and manner.
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5.1.2 Features

In this section I examine the properties of the consonants involved in the assimilation process
(i.e. triggers and targets). Charts (31) and (32) present the distributions of place targets and
triggers - both place-of-articulation (PoA) and multi-feature harmonies are included here (49
instances for SR and 87 for RM). Note that in some cases it is difficult to determine the target
with certainty due to multiple processes that affect the production (e.g. deletion in
/miy.na.'saim/ ‘pants’— [mi.fa.'0aim], SR: 1;11.02). In these cases the target is not
included in the segmental analysis. In other cases there is more than one potential trigger. If
the error (i.e. the result of CH) is identical to one of the potential triggers (e.g. /xa.'daf/
‘new.SG.M> — [fa.'taf], RM: 1;08.27), that trigger would be the “winning” candidate. In
addition, there are cases in which the trigger undergoes a non-assimilatory substitution (e.g.
liquid gliding in: /na.'ze.let/ ‘runny nose’ — [na.'je.jet], RM: 2;00.16). In such cases I
choose the product of the substitution and not its correspondent in the target word (e.g. |

rather than |) as the trigger of CH.

(31) Place targets

SR RM
N = 49 N= 87
100% 100%
80% - 80% -
60% - 45%, 60% -
38%
40% 40% 4 26% ’ 29%
20% 20% j I 79
0% 0% - ‘ ‘ — .
Labial Coronal Dorsal Glottal Labial Coronal Dorsal Glottal
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(32) Place triggers
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The charts in (31) show that SR has a slight and probably insignificant preference for labial

targets (22 labial targets vs. 17 coronal targets), and RM has a rather even distribution among

the major place targets with a minor bias towards coronals.

With respect to the triggers, we can see that both children prefer coronal over labial and

dorsal triggers. These finding are similar to those in Tzakosta (2007), but how strong are

they? Table (33) presents a paired analysis of place triggers and targets. In this analysis, for

instance, the harmonic case of /ken/ ‘yes’— [nen] (RM: 1;08,27) is analyzed as a paired

coronal trigger and a dorsal target (disregarding manner change).

(33) Paired place triggers and targets

Trigger  Target SR RM
Labial  Coronal 10 20% 19 22%
Coronal Labial 17 35% 18 21%
Dorsal  Coronal 7 14% 14 16%
Coronal Dorsal 5 10% 20 23%
Labial  Dorsal 4 8% 5 6%
Dorsal  Labial 5 10% 5 6%
Dorsal  Glottal I 2% 0 0%
Coronal Glottal 0 0% 6 7%
Total 49 87
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The analysis above strengthens the impression that there is no true bias towards a certain
PoA. For example, in RM’s data there is almost an equal number of coronal harmony
affecting labials as the opposite. The fact that there are more coronal triggers (and to some
extent more coronal targets) than other types could be some property of the language. The
following table compares the triggers and targets rates with the PoA frequency in the target
words attempted by the children. In order to see if the PoA distributions in the attempted
words are representative of the ambient language, I compare these distributions to the PoA
frequencies in Hebrew as calculated by Schocken (2008).%° The analysis is performed over

38,370 consonants for SR and 53,141 for RM.

(34) Consonant Harmony and place frequency

SR RM
Corpus
Frequency

Language

Place
Frequency

Corpus
Frequency

Labial 25% 22% 29%  45% 20% 28%  26%
Coronal| 49% 45% 44%  35% 49% 50%  38%
Dorsal 23% 28% 27%  18% 27% 22%  29%
Glottal 3% 5% 0% 2% 4% 0% 7%

Triggers Targets Triggers Targets

As we can see in (34), the distributions of place frequency in the attempted target words
are similar for the children, and they seem to adequately represent the input frequency of the
language. The rates of coronal triggers are quite close to their frequencies in the input and the
rates of coronal target are somewhat lower for both children. In addition, with the exception
of high rates of labial targets for SR, labials and dorsal seem to be close to their input
frequency both as triggers and as targets. Given these observations it seems reasonable to
conclude that input frequency is responsible, to some extent, for the trigger-target distribution
for the subjects in this study.

Next, let us turn to investigating the properties of manner harmony. Charts (35) and
(36) present the distributions of manner-of-articulation (MoA) targets and triggers. Again,

both single- and multi-feature harmonies are included (32 instances for SR and 72 for RM).

2 The language frequency data are drawn from a corpus of the 99,808 most frequent words in Hebrew

appearing in randomly selected internet sites during 2003.
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(35) Manner targets
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The charts above provide interesting findings. The children seem to be somewhat different
regarding their trigger and target preferences. SR has quite an even distribution of stop,
fricative, nasal and liquid®' targets. RM has higher rates of liquid targets followed by fricative
and nasals, with only 11% of stop targets. As for the triggers, SR has high rates of stops,
nasals and fricatives, while for RM, most of the “burden” lies on stops and fricatives.

As with the place analysis, it seems worthwhile to check the paired trigger-target

distribution, which is shown on table (37).

?! The Hebrew rhotic is a uvular approximant x. I represent it with & for convenience.
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(37) Paired manner triggers and targets

Trigger Target SR RM
Stop Fricative 0 0% 10 14%
Stop Affricate I 3% 0 0%
Stop Nasal 3 9% 4 6%
Stop Liquid 4 13% 13 18%
Stop Glide 0 0% 1 1%
Affricate Nasal I 3% I 1%
Fricative Stop 3 9% 3 4%
Fricative Affricate 0 0% 2 3%
Fricative Nasal 2 6% 8 11%
Fricative Liquid 2 6% 12 17%
Fricative Glide 0 0% 2 3%
Nasal Stop 6 19% 1 1%
Nasal Fricative 2 6% 2 3%
Nasal Liquid 2 6% I 1%
Nasal Glide 0 0% I 1%
Liquid Stop 0 0% 4 6%
Liquid Fricative 3 9% 2 3%
Liquid Nasal I 3% 2 3%
Liquid Glide 1 3% I 1%
Glide Fricative 1 3% 2 3%
Total 32 72

Sonority: Trigger < Target 16 50% 54 75%
Sonority: Trigger > Target 16 50% 18 25%

Here again, we can see some difference between the children - SR does not show a particular
preference for a certain hierarchy, while RM shows a rather strong tendency to assimilate in
more sonorants to less sonorants. The following sonority scale is assumed for Hebrew

(Clements 1990, Bat-El 1996, Parker 2002):

(38) Sonority Scale for Hebrew

Glides > Liquids > Nasals > Fricatives > (Affricates) > Stops
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Do the results of manner distribution have some correlation with MoA frequency in the
ambient language? Table (39) compares the trigger and target rates with the MoA frequency
in SR’s and RM’s target words and the MoA frequencies in the language (Schocken 2008).

(39) Consonant Harmony and manner frequency

Manner Language Corpus > Corpus o

Frequency Frequency Triggers Targets Frequency Triggers Targets
Stop 29% 32% 25%  28% 31% 38% 11%
Fricative 27% 25% 22% 19% 27% 38%  22%
Affricate 2% 3% 3% 3% 4% 1% 3%
Nasal 20% 19% 31%  22% 19% 7%  21%
Liquid 19% 18% 16%  25% 17% 13%  36%
Glide 3% 2% 3% 3% 3% 3% 7%

As we saw in the place analysis, the MoA frequency distribution in the target words is similar
for both children and the numbers are close to the language frequency. Here again it seems
that SR’s choice of triggers and targets is guided mostly by input frequencies. On the other
hand, RM shows a notable bias from the input frequencies; obstruents appear as triggers in
considerably higher rates than as targets, while the opposite it true for sonorants. To
summarize, it seems that the trigger-target sonority difference seems to provide the best
generalization regarding RM’s data, while input frequency seems to best account for SR’s
data. It is important to note, however, that data amounts are rather small (especially for SR)

to allow strong conclusions to be made.

To complement the segmental analysis, I counted the different number of paired
trigger-target combinations in the children’s productions. For example, in /a.'dom/ ‘red
ms.sg.” — [a.di.'de] (RM: 1;09.27) the trigger is d and the target is m. The 62 tokens in SR’s
data contained 48 different trigger-target combinations, and only 10 combinations appeared
more than once. In RM’s data, I found 80 different combinations in 114 tokens. No
combination appeared more than 4 times. Such diversity can indicate, in addition to the

pervious analyses, that segmental factors have a rather minor influence on CH.
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5.2 Prosodic analysis

In this section, I inspect the correlations between CH and prosodic properties: stress pattern,
prosodic positions and number of syllables. Here I use slightly different data than in the
previous two sections by including tokens of the same target word with the same type of
harmony but different prosodic structure (e.g. /hipopo'tam/ ‘hippopotamus’ — [to.'tam] /
['to.tam] / ['ta.ta]). However, I disregard vowel length as it is not phonemic in Hebrew (e.g.
/bej.'tsa/ ‘egg’ — [ta.'tba] ~ [ta.'tBaa]). Table (40) analyzes paired trigger-target with
respect to stress, indicating whether the syllables containing the trigger and target are stressed
or unstressed. For example, in /fa."yos/ ‘black.sG.M> — [xa.'xor], SR: 1;09.27 the trigger y
is in a stressed syllable and the target /is in an unstressed syllable. When the trigger and the
target are in the same syllable, “tautosyllabic” is used for polysyllabic words (e.g. /'ne.fes/
‘vulture’ — ['ne.xex], SR: 1;08.03) and “monosyllabic” is used for monosyllables (e.g. /ken/

‘yes’ — [keg], RM: 2;00.09).

(40) Paired stress analysis

Trigger Target SR RM
Stressed Unstressed 35 47% 36 31%
Unstressed  Stressed 18 24% 27 23%
Unstressed Unstressed 3 4% 10 9%
Tautosyllabic Stressed 8 11% 21 18%
Tautosyllabic Unstressed 4 5% 9 &%
Monosyllabic 7 9% 13 11%
Total 75 116

The table above does not provide conclusive evidence regarding the interaction
between stress and CH. It seems that when the trigger and the target are heterosyllabic with
different stress degrees (first two rows in (40)), a stressed trigger is preferred over an
unstressed trigger, especially for SR. Yet, a relatively large portion of the documented cases
(29% for SR, 46% for RM) do not involve stress differences between the trigger and the
target. This is visualized in the paired stress hierarchy analysis in chart (41). The label
“Trigger = Target” covers all the cases where the trigger and the target are equally stressed,
including tautosyllabic harmony and harmony between consonants in separate unstressed

syllables.
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(41) Paired stress hierarchy
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We can see that the children exhibit different trends in the “Trigger>Target” and
“Trigger=Target” groups. SR has more cases with different stress degrees than cases with no
stress difference, and for RM the opposite is true. In summary, it seems that stress has some
interaction with CH but with different degrees for the children.

Next, I turn to investigate the harmonic domain, starting with the number of syllables in
the harmonized word. The charts in (42) describe the proportions of CH instances occurred
in monosyllables, disyllables etc. Note that, the number of syllables is calculated with respect
to the production and not the target word (e.g. /hi.po.po.'tam/ ‘hippopotamus’ — [ta.'ta], SR:

1;04.17 - is counted as CH in a disyllabic and not in a quadrisyllabic word).

(42) Consonant Harmony and number of syllables
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The charts demonstrate that the majority of CH cases occur in up to trisyllabic words, as
reported in Bat-El (2009); only 4% of SR’s and 7% of RM’s CH occur in quadrisyllabic and
longer words (and not a single instance in “pentasyllabic” words in SR’s data). However, the
charts show a remarkable difference between the children: most of SR’s CH occurs in
disyllabic words, and only 27% of the cases in trisyllabic and longer words. RM, in contrast,
assimilates trisyllables as much as she does disyllables. This finding is another indication of
their different phonological developments.

Other properties of the harmonic domain are its affective size and alignment. In
general, the data indicate that CH affects a single consonant, as reported in Bat-El (2009). 1
found only 3 cases in which harmony spreads over more than one consonant. They are

presented in (43).

(43) More than one target

Child Age Utterance Target

SR 1;04.03  go.go.'gaa hipopotam ‘hippopotamus’
1;05.04 'be.pem beten ‘tummy’

RM 1;09.18  @.da.'dat mayvat “frying pen’

The domain can be left-aligned with the prosodic word (e.g. /dzi.'sa.fa/ ‘giraffe.F> —
[fi.'fa.fa], RM: 1;09.10), right-aligned (e.g. /'bob-ha+ .ba.'n’aj/ ‘Bob-the-builder (animated
character)’— [bo.na.'naj], SR: 1;07.17) and even be bounded in word mid (e.g. /nis.ta.'kel/
‘will look.1PL> — [ni.x2.'kel], RM: 2;11.28). There are also cases in which the harmonic
domain encompasses the entire word and its alignment cannot be determined (e.g.
/hi.po.po.'tam/ ‘hippopotamus’ — [gu.go.'gaa], SR: 1;04.03). However, the latter situation
occurs mostly in mono- and disyllabic words which usually contain two consonants to begin
with, and therefore they are not appropriate to determine domain alignment. The next table
analyzes the alignment of the harmonic domain in trisyllabic and longer productions
(provided that at least 3 of the produced syllables contain consonants) taking into
consideration different prosodic configurations (e.g. onset-onset and onset-coda

assimilations).
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(44) The Harmonic domain and prosodic positions

Trigger Target Alignment SR RM

Onset Onset Left-aligned 1 (6%) 10 (42%)
Right-aligned 10 (67%) 7 (21%)
Whole word 0 (0%) 5 (21%)
Word mid 3 (25%) 6 (17%)
Total 15 28

Onset Coda Left-aligned 0 (0%) 1 (17%)
Right-aligned 1 (100%) 2 (50%)
Whole word 0 (0%) I (17%)
Word mid 0 (0%) 1 (17%)
Total 1 5

Coda  Onset Left-aligned 0 (0%) I (9%)
Right-aligned 0 (100%) 4 (45%)
Word mid 0 (0%) 3 (45%)
Total 0 8

Coda  Coda Left-aligned 0 (0%) 1 (50%)
Right-aligned 0 (0%) 1 (50%)
Total 0 2

We can see that most cases of CH in these long productions are onset-onset assimilations
(65% for RM, 94% for SR), as reported in Bat-El (2009). RM’s data generally support Bat-
El’s finding that the harmonic domain is usually aligned with the left edge of the prosodic
word, although in 38% of the onset-onset assimilations the domain is not aligned with left
edge (right-aligned or bounded in mid-word). SR, on the other hand, is not supportive - most
of his onset-onset assimilations in long productions are aligned with right edge of the
prosodic word. This is another evidence that the children progress on different paths or rates
in the course of language acquisition. Regarding the remaining (rare) configurations, we can
see that the harmonic domain is usually not aligned to the left of the prosodic word. This is
expected to some degree since these cases involve coda position, which cannot occur at the

left edge of the prosodic word by definition.
Finally, there is little evidence that CH operates across morpheme or word boundaries. I

could not find a single such case in SR’s data, and I encountered only a few examples in

RM’s data, which are presented in (45).
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(45) Consonant Harmony across word/morpheme boundary (RM)

Age Utterance Target

1;08.14  va-ze 'ma-ze ‘what’s that’
1;09.27  o.'pa.pa.wa od-pa.'sa  ‘another cow’
1;10.28  se."x00j la+.'"yol  ‘to the sand’
1;11.18 ze.'ze ve+.'ze  ‘and-this’
1;11.25 va-ze 'ma-ze ‘what’s that’
2;01.12 o.lee ze-0.'le ‘this-ascends’
2;,05.09  da.'zug ha+.'zug ‘the pair’

The majority of examples were produced between stage 4 (1;07.24-1;08.27) and stage 8
(1;11.25-2;00.02). These stages are characterized by a moderate increase of mean utterance
length (from 1.017 words in stage 4 to 1.175 words in stage 8; compare to a mean length of
1.003 words during the first three stages and 3.02 words in stage 23), and also by an increase
in lexical growth rate (stage 7 is completed in one session, and the following stages are also
relatively short with respect to the first six stages). Note also that RM reaches the peak of CH
use in stage 5. It might be the case that early word combinations are submitted to
phonological constraints, but the CH data are too sparse to provide solid evidence. Further

research is needed to examine this issue.

5.3 Directionality
The subjects in this study showed both progressive (left-to-right) CH (e.g. /va.'sod/ ‘pink

ms.sg.’— [va. 'vod], RM 1;11.18), and regressive (right-to-left) CH (e.g. /fo."ye.vet/ ‘she
lies down’— [fo.'fe.fet], RM 2;03.01). The proportion of progressive vs. regressive CH can

be seen in (46). The charts are constructed based on the prosodic analysis, but the segmental

analysis yields similar results.
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(46) Directionality
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We can clearly see that regressive harmony is dominant in both children, as expected
from previous results (cf. Cruttenden 1978, Vihman 1978, Berg 1992, Ben-David 2001). In
what follows, I will attempt to find correlations between directionality and other parameters,
starting with the participating consonants.

In order to determine whether CH is driven by sequencing limitations I analyzed the
directionality of CH for different PoA configurations. Each row in Table (47) presents a
sequence of two PoAs, as appear in attempted target words, and the number of assimilatory
cases. The table is divided according to directionality (and is constructed based on the
segmental analysis in 5.1.2). For example, /ko.'yav/ ‘star’ — [ko.'fav] (SR: 1;06.26) is a
[dorsal...labial] sequence exhibiting regressive CH. Note that harmonic productions
containing a consonant island (e.g. /dzi.'sa.fa/ ‘giraffe.sg.f” — [fi.'sa.fa], RM: 1;09.18. See
more in 5.4) are not counted here since the trigger and the target do not form a sequence of

consonants.
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(47) Directionality and PoA

Directionality Configuration SR RM
I (31%) 8 (15%)
6 (17%) 13 (25%)
Coronal-Dorsal 5 (14%) 5 (10%)
Dorsal-Coronal 4 (11%) 16 (31%)
3
5
0
1

Regressive  Labial-Coronal 1

Coronal-Labial

Dorsal-Labial (9%) I (2%)
Labial-Dorsal (14%) 4 (8%)
Glottal-Coronal (0%) 5 (10%)
Glottal-Dorsal (3%) 0  (0%)
Total 35 52

Progressive  Labial-Coronal (29%)
(43%) (28%)
Coronal-Dorsal (7%) (9%)

4 6 (19%)

6 9

1 3
Dorsal-Coronal 2 (14%) 8 (25%)

0 1

1 4

0 1

Coronal-Labial

Dorsal-Labial (0%) (3%)
Labial-Dorsal (7%) (13%)
Dorsal-Glottal (0%) (3%)
Total 14 32

Looking at the data, it seems that there is not much evidence that directionality is
determined by the need to avoid certain orders of PoAs as CH applies in both directions for
most configurations. Given that regressive is the “default” direction for CH (Tzakosta 2007),
we might expect that progressive CH will involve special configurations. However, looking
at the data of both children we can see that it is not the case; the most common two groups
involve both coronal triggers and coronal targets. All in all, I can say with some cautious
(since data amounts are small) that directionality of CH is not much affected by the
participating PoAs. I propose to conduct further research to examine sequencing limitations
in the acquisition of Hebrew. Such a study should take into considerations additional

phenomena such as lexical selection strategies and metathesis.
Next, the combined analysis of directionality and manner is shown in (48). Recall that

RM tends to use manner assimilation to decrease the sonority of the sequence, and therefore

the table is constructed based on sonority order configurations. For example, /sak/ ‘only” —
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[kak] (RM: 2;09.17) is a manner harmony that decreases the sonority of & Here again cases

contained consonant islands are excluded.

(48) Directionality and MoA

Directionality Output configuration SR RM

Regressive  Decreased Sonority 10 (43%) 31 (74%)
Increased Sonority 13 (57%) 11 (26%)
Total 23 42

Progressive  Decreased Sonority 6 (75%) 21 (75%)
Increased Sonority 2 (25%) 7 (25%)
Total 8 28

The results of this cross-analysis confirm to some degree the findings in 5.1.2: RM
harmonizes to decrease the sequence sonority in both directions, while SR much less so. It is
interesting to note that there is some quantitative difference between the children with respect
to directionality. In both place and manner tables RM has a considerably higher percentage of

progressive cases than SR. This is demonstrated in (49).

(49) Directionality and features

Feature Directionality SR RM

PoA Regressive 74% 61%
Progressive 26% 39%

MoA  Regressive 79% 58%
Progressive 21% 42%

* Multiple feature assimilations are counted multiple times. Productions with consonant islands are

excluded.

It is not clear whether the difference demonstrated above is meaningful, but it may indicate

that CH interacts differently with articulatory features for the two children.
Next, I analyze the interaction between directionality and prosody. The relation

between directionality and stress is presented in (50). For every type of stress hierarchy (e.g.

Trigger > Target) the table indicates the number of regressive and progressive cases of CH.
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(50) Directionality and stress hierarchy

Stress Hierarchy Directionality SR RM

Trigger > Target Regressive 29 (83%) 29 (81%)
Progressive 6 (17%) 7 (19%)
Total 35 36

Trigger < Target Regressive 10 (56%) 15 (56%)
Progressive 8 (44%) 12 (44%)
Total 18 28

Trigger = Target Regressive 17 (77%) 31 (58%)
Progressive 5 (23%) 22 (42%)
Total 22 53

The table shows that regressive harmony is preferred on any configuration. However, when
the trigger is in an unstressed syllable and the target is in a stressed syllable, directionality is
more even. Note that RM has a relatively large number of progressive CH cases where stress
is neutralized (i.e. tautosyllabic or between two unstressed syllables). To further explore the

link between directionality and prosody I analyze the correlation between directionality and

the number of syllables. The results are presented in table (51).

(51) Directionality and number of syllables

Syllables Directionality SR RM

1 Regressive 3 (4%) 5 (4%)
Progressive 4  (5%) 8 (7%)

2 Regressive 37 (49%) 33 (28%)
Progressive 11 (15%) 14 (12%)

3 Regressive 14 (19%) 33 (28%)
Progressive 3 (4%) 15 (13%)

4 Regressive 2 (3%) 4  (3%)
Progressive 1 (1%) 3 (3%)

5 Regressive 0 (0%) 0 (0%)
Progressive 0 (0%) 1 (1%)
Total 75 116

Here we see again that regressive harmony is dominant with any number of syllables, except
for monosyllabic productions. The data on polysyllabic words are compatible with Ben-
David’s (2001) claim that CH is related to prosodic development; syllables are acquired from

right to left and new onsets are more susceptible to CH than old ones. In monosyllabic words,
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the onset is usually acquired before the coda, but Ben-David reports that CH usually occurs
regressively nonetheless, probably due to segmental effects. In the present study, CH in
monosyllabic words is mostly progressive, which seems to support the old-to-new direction
found in polysyllabic words. However, the number of examples is too small to allow firm
conclusions. To see whether these results indeed reflect general properties of prosodic
development, I analyze the general behavior of different prosodic positions in the children’s
productions.

The following charts show the percentages of faithful productions of consonants in
different prosodic positions throughout the complete examined corpora (unfaithful
productions can be either deletion or substitution, not to be confused with the analysis in
4.2.3 which referred to the structure of the productions alone). For this illustration I chose
mono- di- and trisyllabic target words of the most commonly used structures. The charts are
organized by structure and each column represents a certain position. The marking numbers
designate the relative position in the word (e.g. column ‘1’ in the CVC group is for the first
C and column ‘2’ is for the second C). In addition, the charts indicate the number of
examined token words of each structure (e.g. SR attempted 3212 CVC target words during
the recorded sessions). The analysis of mono- and disyllabic words is shown in (52), and

trisyllabic structures are presented in (53).

(52) Faithfulness by prosodic position - monosyllabic and disyllabic words

SR
100% 3%
(O 90%
84% 81% 82%
80% -
A
£ 60% -
=
e
2 40% -
LL
20% -
0% -

2502

CvC | CV.CV | V.CVC CV.CVC CvVC.CV CVC.CVC

Position
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Faithfulness

100% ~

80% -

60% -

40% ~

20% -

0% -

RM

79% 82% 81% 78%

72% 73%

68%
54%  56% 8%

4025 3212 376
CVvC CV.CVC CvC.cv CVC.cvC
Position

(53) Faithfulness by prosodic position - trisyllabic words

Faithfulness

SR
100% ~ 85% 92%
80% - 7% 74%
. 57%
60% - 499, 52%
40% -
20% -
0%
1 2 3 1 2 3 4
481 779
CV.CV.CV CV.CV.CVC
Position

74



RM

100% - 85% 84%
80% 0
77% 78%
80% -
n 62%
£ 6% - 0%
=
=
= 40%
L
20%
0%
1 2 3 1 2 3 4
876 1101
CV.CV.CV CV.CV.CVC
Position

The charts above are roughly compatible with Ben-David’s findings, i.e. that the
prosodic word in Hebrew is acquired from right to left, and newly acquired positions tend to
be less faithful than well-established positions. According to Ben-David, the order of
acquisition is as follows: onset of final syllable — coda of final syllable <> onset of non-final
syllable — coda of non-final syllable (where <> indicates inter-child variation). A closer look
reveals that the scheme is partially borne out by the data. Both children follow the scheme
when considering onsets and codas; onsets/codas on the right are more faithful than
onsets/codas on the left. The only discrepancy is found in mixed configurations where RM
usually conforms to the generalization (with the exception of CVC.CVC words), i.e. onsets
are more faithful than tautosyllabic codas, while the opposite is true for SR.

This deviation from Ben-David’s findings may highlight once again the different paths
that children may take during acquisition. However, this can also be an artifact of the present
analysis - Ben-David’s generalizations are based on dynamic developmental analysis, while
the present analysis is static with no differentiation into stages of development. It is likely
that the current results are somewhat skewed and do not truly reflect the prosodic
development of the children.

It is worth examining whether the above findings are reflected in the CH data. The
following table cross-analyzes directionality and prosodic configuration. If CH follows the

same patterns as prosodic faithfulness we would expect to find more regressive than
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progressive assimilations between identical positions in both children, and mixed tendencies

in mixed configurations.

(54) Directionality and prosodic configuration®

Configuration  Directionality SR RM
Onset Onset Regressive 38 (54%) 36 (36%)
Progressive 12 (17%) 20 (20%)
Coda Coda Regressive 0 (0%) I (1%)
Progressive 0 (0%) 1 (1%)
Onset Coda Regressive 15 (21%) 24 (24%)
Progressive 5  (7%) 19 (19%)
Total 70 101

The results confirm those in earlier studies, that regressive assimilation is more abundant than
progressive assimilation in all configurations. In onset-onset assimilation the right-to-left
(regressive) direction correlates with the new-to-old direction. The results of onset-coda
assimilation are inconclusive, given the variation between the children. The validity of the
findings is limited due to the low amount of data. Note that coda-coda assimilations are
hardly attested, probably since productions containing two codas appear relatively late when

the segmental system is developed enough to save the need for simplification.

5.4 Intervening segments

The issue of intervening segments was not covered in depth in this study. However, my
impression is that the intervening vowel does not affect CH, as assimilation can occur with
different settings of PoA and different vowel qualities. For example, SR harmonizes
/hi.po.po.'tam/ ‘hippopotamus’ while realizing the intervening vowel in several different
ways: ['ta.tam] / ['to.tam] / ['ti.tam]. In general, the children seem to use vowels rather

variably and independently from consonantal environment. If there are consonant-vowel
interactions in the data they are probably rather sparse and hard to recognize. Further research
may shed light on this issue.

Regarding intervening consonants - I have found 19 cases where assimilation seems to

skip an intervening consonant. There are several positional relations between the island and

2 These data exclude cases where CH skips identical positions (e.g. assimilation between CI and C3 in
C1V.C2VC3 or C1V.C2V.C3V) and where there is more than one potential trigger (e.g. /me.xa.'jey/ ‘smiles
ms.sg’ — [xe.'say] RM: 2;00.16).
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the harmonic domain: (A) harmony between two identical positions (e.g. onset-onset) with an
island in a different position (e.g. coda); (B) harmony between the first consonant in a
complex onset and a consonant in a simple onset, where the island is the second consonant in
the complex onset; (C) harmony between coda and onset in non-adjacent syllables, skipping
an onset that is in string adjacency to the participating coda; (D) onset-onset harmony that
skips an intervening onset; and (E) onset-coda harmony skipping an intervening onset which
is not string adjacent with any of the participants. All the examples in the corpora are listed in

(55). Note that only islands of type E are found in SR’s data.

(55) Consonant islands

Type Child Age Utterance Target

A RM  2;01.19 ti.'lak.li hit.lay.'lay.ti ~ got dirty.1SG’
2;02.04 lik.'lot lik.'not ‘to buy’
2;01.19 ilbal.'bal.ti hit.bal.'bal.ti  ‘got mixed up.1SG’
2;04.19 ma.xal.'kel me.ya.'leket “dividing.SG.F’

B RM  2;04.19 k"ma.'xa sme."ya ‘happy.SG.F’
2;09.17 byabi.'sa  may.zi.'ska ‘returning.sg.f’

C RM  2;02.04 mef.'pi.fa  mal.bi.'fa ‘dressing.SG.F’
2;04.19 mef.gi.'fa  mask.gi.'fa ‘feels.F’
2;06.12 ?ag.wu.'ges 'ham.bur.ges ‘hamburger’

D RM  1;09.18 fi.'wa.fa dzi.'sa.fa ‘giraffe.sg.f”
1;11.18 te.zi.gi.'zaa te.le.'viz.ja ‘television’
1;11.25 leka.'laa su.kax.'ja ‘candy’
1;11.25 se.pu.'fis yi.pu.'fit ‘beetle’
2;02.25 fe.bu.'fit wi.pu.'fit ‘beetle’

E SR 1;07.02 na.'tan ka.'tan ‘small.sg.m’
2;01.11 *ne.man na.'mey ‘leopard’
2;02.22 'ka.tik 'plas.tik ‘plastic’

RM  1;11.18 dee.'mod  va.'wod ‘pink.sg.m’

2;01.06 *sa.'yas na.'"yaf ‘snake’

* In these examples the island itself is partially harmonic with the assumed the trigger so they may not be

good examples of a consonant island.
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Some observations can be made based on the above table: there are 9 cases of onset-onset CH
(A, D), 2 of coda-coda CH (A), 3 instances of CH applying from onset to coda (C), and 5
from coda to onset (E). In 9 cases (A-C) the island is in contact with either the trigger or the
target, and in the remaining 10 cases (D-E) it is isolated. There are 12 cases of a stop in an
island, 3 nasals, 2 fricatives and 2 approximants. With respect to place, 8 islands are labial, 2
are coronal and 9 are dorsal. All in all, CH skipping an intervening consonant is rare and its

properties are hard to generalize.

5.5 Discussion

In this part of the study I examined the properties of CH in the corpus. The segmental
analysis of place harmony indicates that it is governed by the token frequencies of the major
places of articulation and involves coronals more than other types of PoA. This is similar to
what Tzakosta (2007) reports on Greek, but not to the findings in Ben-David (2001) who
notes that place assimilation is triggered mostly by labials and dorsals in the acquisition of
Hebrew. Such conflicting evidence from children acquiring the same language may suggest
that place harmony is not governed by a universal (or even language-specific) trigger-target
hierarchy. Though I do not have access to the full database of Ben-David, I managed to find
some anecdotal examples demonstrating the discrepancy between the children in her study
and those in mine. In addition, I found a couple of inter-child variation examples in the
corpora of the present study and even some cases of intra-child variation. Table (56)

compares the production of several target words by different children.

(56) Inter-child and intra-child variation

Target Child 1 Child 2
Child Utter. Age Child Utter. Age

tsav ‘tortoise’ SR (PS) tsaz 1;04.10 | Geffen (BD)  fav 1;01
dzip ‘jeep’ SR (PS) dit 1;04.10 | Nadav (BD) bip 1;08
tov ‘good, well’ | RM (PS)  tot" 1;06.26 | Geffen (BD)  pav 1;01
pil ‘elephant’ SR (PS) il 1;04.24 | RM (PS) pib 1;08.14
'za.al ‘caterpillar’ | SR (PS) 'vya.xal  1;06.26 | RM (PS) 'sa.zal  2;02.25
ken ‘yes’ RM (PS) geg 1;05.10 | RM (PS) nén 1;06.05
mig.'dal  ‘tower’ SR (PS) ga'gal  1;05.08 | SR (PS) di.'dal  1;07.17

* PS = present study; BD = Ben-David (2001)
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In the examples above, we can see that a given sequence of PoAs (e.g. coronal-labial)
can be treated differently by different children. Of course, one cannot jump to conclusions
based on a handful of examples, but nevertheless, the fact that children acquiring the same
language use CH in opposite manner suggests that the process does not so much depend on
segmental hierarchies. Interestingly, the exact same conflict is reported in Tzakosta (2007) -
while her study reveals that coronal harmony is dominant in the acquisition of Greek, Kappa
(2001) reports that labial harmony is the most frequent on her data. This again strengthens the
impression that there is more than segmental hierarchy to CH.

With respect to manner harmony, the picture is less clear - for SR the trigger-target
distributions seems to reflect input frequency, and as a consequence there is no clear trigger-
target hierarchy (some of the MoAs have close frequencies). RM, on the other seems to often
use CH in order to reduce the sonority of the target, whether for segmental or phonotactic
reasons.

The analysis here (together with the one in 4.2.3) indicates that CH might be related to
prosodic development. The directionality of assimilation goes hand in hand in many cases
with the path of prosodic development - CH tends to operate between identical positions from
right to left, on the same direction in which prosodic positions are acquired. On the other
hand, CH between non-identical positions (i.e. onset-coda) is less consistent with the order of
acquisition and may operate in reverse trend, i.e. from new to old position. In addition, CH
appears more in short (disyllabic and trisyllabic) productions than in longer productions.
This, according to Bat-El (2009), indicates the synchronization between segmental and
prosodic development - by the time the children start producing long words their segmental
and prosodic systems are developed enough to eliminate the need to harmonize. Finally, the
affect of stress on CH is not entirely clear. Although nearly 50% of SR’s CH cases are from a
stressed to an unstressed syllable, there are still many cases in which stress is irrelevant. RM
tends much less to favor a trigger that is more stressed than the target (31%), and the majority

of cases (45%) in her corpus involve neutralized stress.
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6. Conclusions

This study is devoted to Consonant Harmony in the acquisition of Hebrew. In the first part of
the study, I developed a quantitative identification method for CH. The need for such a
method arises in cases in which the production is ambiguous and can be analyzed both as CH
and as a context-free substitution (e.g. velar fronting). The proposed method estimates the
probability that a given consonant substitution depends on a harmonic environment.
Nevertheless, I claim that the identification of CH is inherently problematic since there is no
way to know the exact motivation behind any instance of consonant substitution; even when
the child uses a process that is generally context-free we cannot know for certain that he is
not motivated by harmony as well. Further research is needed in order to test the proposed
method on data from different languages and with children that are claimed to be productive
“harmonizers”.

In the second part of the study I evaluated possible causes for CH. From a phonological
aspect, it seems that CH can serve all kinds of purposes: it can replace consonants the child
cannot produce yet, it can eliminate some disharmonic consonant sequences that might be
difficult for the child and it can compensate for the complexity of certain prosodic structures
in a “trade-off” effect. In many cases more than one of these factors can in principle account
for the use of CH.

The present study also discusses CH from a more general cognitive aspect. In this
context there is evidence that CH can be related to both lexical representation and speech
planning. In many cases CH appears on the first attempt to produce a target word, even if its
prosodic structure and segmental content should not be difficult for the child. This can be
either due to inaccurate representation of the target word or due to failure in speech
planning/execution. A support for a representational component of CH comes from the
consistent prolonging use of harmony in some lexical items which do not seem to reflect
general properties of the data. On the other hand, the existence of many isolated cases for
which there is no satisfactory explanation gives the impression that CH can sometimes be an
incidental error and not the result of a grammatical rule.

In the final part of the study I analyzed the properties of CH. The analysis of place
harmony indicates that trigger-target hierarchy is likely to be related to input frequency and
even to individual factors. This finding together with conflicting evidence from previous
studies does not support the repeated claim in the CH literature that place CH is governed by

a universal markedness hierarchy. Regarding manner harmony, SR’s data suggest that his
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trigger-target choice is also determined by input frequency. On the other hand, RM’s manner
harmony usually reduces the sonority of the target. The analysis also indicates some influence
of prosodic factors in both children. Directionality of assimilation between identical prosodic
positions converges in most cases (right-to-left) with the direction of acquisition (i.e. old-to-
new). However, in onset-coda assimilation, while the right-to-left is still the dominant
direction, it is less consistent with the direction of acquisition.

Throughout the study the issue of inter-child variation has raised repeatedly. Although
the subjects in this study are considered as typical developers, they are nonetheless quite
different in several respects. SR is a fast developer, showing little use of consonant
substitutions from the beginning and developing a large lexicon quite rapidly. He also stops
using CH rather early - CH mostly affects his disyllabic productions. In addition, his use of
CH reflects the frequency of place and manner features in the input. By contrast, RM is a
more average developer and uses consonant substitution much more frequently. Her
phonological “repertoire” is so rich that most of her harmonized productions are suspected to
result from context-free substitutions. She uses CH to a later stage than SR, and often in
trisyllabic words. RM is also somewhat different from SR with respect to manner harmony -
she seems to use CH rather consistently to reduce the sonority of the target. While inter-child
variation is a known phenomenon in the study of language acquisition (see e.g. Bat-El 2009
for references), further research is needed to examine the scope and limits of the variation in

CH.

Postscript

This study is mostly descriptive and does not go far into theoretical discussion, nor does
it provide a formalistic model of CH. Although this may seem a weak point to some readers, |
find it an advantage; by not imposing a particular formalism on the data I managed to gain
some valuable insights. At the beginning of this study, I attempted to replicate previous
studies by looking for highly abstract generalizations in terms of features with the intention of
providing an Optimality Theoretic account for the data. But soon enough and in contrast to
some previous studies that attempted to draw a clear and simple picture of CH, I discovered
that there was nothing clear or simple in the data I was working on. CH seemed scarce and
erratic and I was forced to change my original goal to a more modest one - finding order in
the chaos. Thus, I turned from analyzing the harmonized forms in isolation to a complete
analysis of the corpora and from looking at the feature level alone to examining the word

level as well.
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Since I could not arrive at clear generalizations I was unable to construct a formalistic
model to account for CH. Nevertheless, the present study does have some results that can
serve as reference points for future studies, and in particular the finding that CH may be
related to lexical development and the hypothesis that CH may be a child-specific form of
slip of the tongue. I believe that by adopting a functionalist point of view in this study (see
the beginning of section 2) I managed to see a bit beyond the masking of abstract theories and
messy data, and if my conclusions are correct they may serve as a support for “old school”
and sometimes forgotten approaches to language acquisition, such as reflected in the citation:
“Children never learn sounds: They only learn words, and the sounds are learned through

words.” (Francescato 1968).
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Appendix: Lists of Consonant Harmony items

(57) SR
Stage Age Target Child

1. 1 1,02.16 pas.'pa ‘butterfly’ 'pa.pap
2. 2 1;03.25 dzip ‘jeep’ dit
3. 2 1;03.25 dzip ‘jeep’ dit
4, 2 1;03.25 dzip ‘jeep’ dit
5. 2 1;03.25 dzip ‘jeep’ dit
6. 2 1;04.03 hipo.po.tam  ‘hippopotamus’ gu.go.'gaa
7. 2 1;04.03 hipo.po.tam  ‘hippopotamus’ go.go.'gaa
8. 2 1;04.03 hipo.po.tam  ‘hippopotamus’ go.go.'gaa
9. 2 1;04.03 hipo.po.tam  ‘hippopotamus’ go.go.'gaa
10. 2 1;04.10 dzip ‘jeep’ dit
11. 2 1;04.10 dzip ‘jeep’ dit
12. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'quu
13. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
14. 21,0410 'ken.gu.su ‘kangaroo’ gu.'gum
15. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'quu
16. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
17. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
18. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
19. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
20. 2 1;04.10 'ken.gu.su ‘kangaroo’ gu.'gum
21. 2 1;04.10 pil ‘elephant’ til
22. 2 1;04.10 tsav ‘tortoise’ tsaz
23. 2  1;04.10 tsav ‘tortoise’ taz
24. 2 1;04.10 tsav ‘tortoise’ 0ab
25. 2 1;04.17 bej.'tsa ‘egg’ ta.'tba
26. 2 1;04.17 bej.'tsa ‘egg’ ta.'tbaa
27. 2 1;04.17 hipo.po.tam  ‘hippopotamus’ ta.'ta
28. 2 1;04.17 pil ‘elephant’ til
29. 21,0417 'so.ni ‘Roni (name)’ 'na.nii
30. 3  1;0424 a.vi.'son ‘airplane’ ?a.ni.'on
31. 3  1;04.24 a.vi.'son ‘airplane’ ?a.ni.'on
32. 3  1;0424 a.vi.'son ‘airplane’ ?a.ni.'on
33. 3  1;0424 a.vi.'son ‘airplane’ ?a.ni.'on
34. 31,0424 a.vi.'son ‘airplane’ ?a.ni.'on
35. 3  1;04.24 a.vi.'son ‘airplane’ ?a.ni.'on
36. 3  1;0424 a.vi.'son ‘airplane’ ?a.ni.'on
37. 31,0424 dzi.'sa.fa ‘giraffe fm.’ 3i.'jaja
38. 31,0424 dzi.'va.fa ‘giraffe fm.’ di.ja.ja
39. 3 1;04.24 hipo.po.'tam  ‘hippopotamus’ ja.ta.'ta
40. 3 1;04.24 hipo.po.'tam  ‘hippopotamus’ 'ta.ta
41. 3 1;04.24 hipo.po.'tam  ‘hippopotamus’ 'ta.tam
42. 3 1;04.24 hipo.po.'tam  ‘hippopotamus’ 'ta.tam
43, 3 1;04.24 'ken.gu.su ‘kangaroo’ 'gu.gim
44, 31,0424 pil ‘elephant’ til
45. 31,0424 pil ‘elephant’ til
46. 31,0424 pil ‘elephant’ til
47. 3 1;05.04 a.vi.'son ‘airplane’ ?a.ni.'on
48. 3  1;05.04 a.vi.'son ‘airplane’ ?a.ni.'en
49. 3 1;05.04 'be.ten ‘tummy’ 'be.pem
50. 3 1;05.04 dzi.'va.fa ‘giraffe fm.’ '3i.3
51. 3 1;05.04 hipo.po.'tam  ‘hippopotamus’ 'ti.tam
52. 3 1;05.04 hipo.po.'tam  ‘hippopotamus’ ti.'taam
53. 3 1;05.04 'ken.gu.su ‘kangaroo’ gu.'gum
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Stage Age Target Child
54. 3  1;05.08 dzip ‘jeep’ dit
55. 3 1;05.08 hippo.po.'tam  ‘hippopotamus’ 'ta.taam
56. 3 1;05.08 mig.'dal ‘tower’ ga.'gal
57. 3 1;05.08 mig.'dal ‘tower’ ga.'gal
58. 4  1;05.15 ha.-ba.'tsal ‘the-onion’ ?a.ba.'bal
59. 4 1;05.15 hi.po.po.tam  ‘hippopotamus’ ta.'tam
60. 4 1;05.15 hi.po.po.tam  ‘hippopotamus’ ta.'tam
61. 4 1;05.15 hi.po.po.tam  ‘hippopotamus’ 'ta.tam
62. 4  1;05.15 kiv.'sa ‘sheep fm. 0i.'0aa
63. 4 1;0521 ke.a.'sa “‘bow]’ ke.a.'ka
64. 4 10521 ko.'yav ‘star’ ko.'pav
65. 5 1;05.29 a.vi.'son ‘airplane’ a.ni.'in
66. 5 1;05.29 a.vi.'son ‘airplane’ ?a.ni.'in
67. 5 1;0529 pil ‘elephant’ til
68. 5 1;0529 pil ‘elephant’ til
69. 5 1;06.02 saf.'sal ‘bench’ fa.'fal
70. 5 1;06.02 saf.'sal ‘bench’ fa.'fal
71. 5 1;06.02 saf.'sal ‘bench’ 'fa.fal
72. 5 1:06.02 saf.'sal ‘bench’ 'fa.fal
73. 5 1;06.02 fa.lom ‘hello’ la.'laam
74. 5 1;06.02 fa.lom ‘hello’ la.'laam
75. 5 1;06.02 pa.'nas ‘flashlight® pa.'saas
76. 5 1;06.02 pa.'nas “flashlight® na.'nas
77. 6 1;06.20 ha.-ba.'naj ‘the-builder’ a.da.'naj
78. 6 1;06.20 ha.-ba.'naj ‘the-builder’ ha.da.'naj
79. 6 1;06.20 hi.po.po.'tam  ‘hippopotamus’ 'ti.tam
80. 6 1;06.20 hi.po.po.'tam  ‘hippopotamus’ ta.'tam
81. 6 1;06.20 'fe.mef ‘sun’ 'me.me6
82. 6 1;06.20 'fe.mef ‘sun’ 'me.me6
83. 6 1;06.20 'fe.mef ‘sun’ 'me.me6
84. 7  1;06.26 hi.po.po.'tam  ‘hippopotamus’ ta.'tam
85. 7  1;06.26 hi.po.po.'tam  ‘hippopotamus’ 'to.tam
86. 7 1;06.26 'fe.mef ‘sun’ 'me.me6
87. 7  1,06.26 tas.ne.'gol ‘rooster’ ge.'gol
88. 7 1;06.26 ko.'xav ‘star’ ko.'fav
89. 7 1,06.26 'za.yal ‘caterpillar’ 'va.al
90. 7 1;07.02 'je.led ‘boy’ le.led
91. 7 1;07.02 hi.po.po.'tam  ‘hippopotamus’ 'to.tam
92. 7 1;07.02 hipo.po.'tam  ‘hippopotamus’ 'ta.tam
93. 7 1:;07.02 ka.'tan ‘small ms.sg. na.'tan
94, 7  1,07.02 'ken.gu.su ‘kangaroo’ gu.'gum
95. 8 1;07.09 'du.bi ‘teddy bear’ 'ba.bi
96. 8 1;07.09 'du.bi ‘teddy bear’ 'ba.bi
97. 8 1;07.09 hi.po.po.tam  ‘hippopotamus’ to.'tam
98. 8 1;07.09 jo.'fev ‘sits ms.sg.’ 'feev
99. 8 1;07.09 jo.'fev ‘sits ms.sg.’ ?0.'fev
100. 8 1;,07.09 'ken.gu.su ‘kangaroo’ gu.'gum
101. 8 1;07.09 no.'tsa ‘feather’ 0a.'tba
102. 8 1:07.09 sim.'la ‘a dress’ la.'la
103. 9 1;07.17 'bob.ha.ba.'naj ‘Bob-the-builder (animated character)’ bo.na.'naj
104. 9 1;07.17 hey.'zik ‘held 3ms.sg.’ kik
105. 9 1;07.17 hey.'zik ‘held 3ms.sg.’ kik
106. 9 1;07.17 mig.'dal ‘tower’ di.'dal
107. 9 1:;07.17 ti.'mok ‘baby’ 'ni.nok
108. 9 1,07.23 ha.'lay ‘went 3 ms.sg.’ ha.'say
109. 9 1,07.23 ha.'lay ‘went 3 ms.sg.’ ha.'say
110. 9 1,07.23 ha.'lay ‘went 3 ms.sg.’ ha.'say
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111. 9 1,07.23 ha.'lay ‘went 3 ms.sg.’ ha.'say
112. 9 1;07.23 'fe.mef ‘sun’ 'mae.me6
113. 9 1;07.23 'fe.mef ‘sun’ 'me.me6
114. 9 1;07.23  'fe.mef ‘sun’ 'me.me6
115. 9 1;07.23 'fe.mef ‘sun’ 'me.me6
116. 9 1;07.23 'fe.mef ‘sun’ 'me.me6
117. 10 1;08.03 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
118. 10 1;08.03 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
119. 10 1;08.03 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
120. 10 1;08.03 'ne.fer ‘vulture’ 'ne.yex
121. 10 1;08.10 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
122. 10 1;08.10 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
123. 10 1;08.24 ko.'tsim ‘thorns’ 0a.'0im
124. 11 1;09.00 do.'hes ‘galloping ms.sg.’ do.'se
125. 11 1;09.09 nif.be.'sa ‘broke 3fm.sg.’ ge.'sa
126. 11 1;09.09 nif.be.'va ‘broke 3fm.sg.’ ge.'sa
127. 11 1;09.09 nif.be.'sa ‘broke 3fm.sg.’ ge.'sa
128. 11 1;09.09 'fe.mef ‘sun’ 'me.mef
129. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ a.na.'naj
130. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bi.na.'naj
131. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.a.na.'naj
132. 12 1;09.19 'bob ha.-ba.'naj ‘Bob-the-builder (animated character)’ bo.a.na.'naj
133. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bob.na.'naj
134. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bob.na.'naj
135. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.da.'naj
136. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.da.'naj
137. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
138. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
139. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
140. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
141. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
142. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
143. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
144. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
145. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
146. 12 1;09.19 ha.-ba.'naj ‘the-builder’ na.'naj
147. 12 1;09.19 'bob ha.-ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
148. 12 1;09.27 ja.'sok ‘green ms.sg.’ ja.'kok
149. 12 1;09.27 'ken.gu.su ‘kangaroo’ ga.'gom
150. 12 1;09.27 kla.'vim ‘dogs’ va.'vim
151. 12 1;09.27 kla.'vim ‘dogs’ va.'vim
152. 12 1;09.27 ma.sa.'it ‘truck’ 0a.0a.'?it
153. 12 1;10.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
154. 12 1;10.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.'naj
155. 13 1;11.02 miy.na.'saim  ‘pants’ mi.fa.'0aim
156. 13 1;11.02 miy.na.'saim  ‘pants’ mi.fa.'0aim
157. 13 1;11.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
158. 13 1;11.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
159. 13 1;11.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
160. 13 1;11.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ bo.na.na.'naj
161. 13 1;11.07 'bob ha-.ba.'naj ‘Bob the-builder (animated character)’ a.bo.na.'naj
162. 13 1;11.07 o.'"ye.let ‘eats fm.sg.’ 've.set
163. 13 1;11.07 ®a.'wan ‘Rawan (name)’ wa.'wan
164. 14 1;11.22 'o.to.bus ‘bus’ '20.po.bud
165. 15 2;00.00 ‘'pu.pik ‘bellybutton’ 'pu.kik
166. 15 2;00.00 ‘'pu.pik ‘bellybutton’ 'pu.kik
167. 16 2;00.21 hi.po.po.tam  ‘hippopotamus’ hi.po.tot
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168. 16 2;00.21 nif.be.'va ‘broke 3fm.sg.’ nif.ke.'sa
169. 16 2;00.21 'zeb.ra ‘zebra’ '0e.da
170. 17 2;01.11 ‘je.led ‘boy’ le.led
171. 17 2;01.11 le.va.'fel ‘to cook’ le.fa.'vel
172. 17 2;01.11 na.'mer ‘leopard’ ne.man
173. 18 2;01.25 ka.'tan ‘small ms.sg.’ ka.'nan
174. 19 2;02.06 a.'lav ‘on-him’ a.'vav
175. 20 2;02.22 'plas.tik “plastic’ 'ka.tik
176. 21 2:03.24 a.vi.so.nim ‘airplanes’ ?a.vi.go.'sim

(58) RM

Stage Age  Target Child
1. 2 1;05.00 a.ga.'la ‘cart’ ga.'ga
2. 2  1;05.10 ken ‘yes’ geg
3. 2 1;0529 na.a'laim ‘shoes’ la.'la
4. 21,0529 'pe.way “flower’ 'paa.pi
5. 3  1;06.05 ken ‘yes’ nén
6. 3  1;06.05 ken ‘yes’ nén
7. 3 1;06.26 tov ‘good, well’ tot"
8. 4  1,08.01 'pe.say ‘flower’ 'ke.ay
9. 4  1;,08.01 'pe.say “flower’ 'pik"a
10. 4  1;08.07 bait ‘house’ "baab
11. 4  1;08.07 'de.vek ‘glue’ a.'be.be
12. 4 1,08.07 Kka."xol ‘blue ms.sg.’ S00j
13. 4 1;08.14 'ma-ze ‘what’s-that’ va-ze
14. 4  1;08.14 pil ‘elephant’ pib
15. 4 1;08.27 ken ‘yes’ nen
16. 4 10827 a.'daf ‘new ms.sg.’ fa.'taf
17. 5 1;09.10 d3i.'va.fa ‘giraffe’ fi.'fa.fa
18. 5 1;09.10 ha.'kol ‘everything’ kek
19. 5 1;09.10 mifka.'faim  ‘glasses’ ko.fa.'faa
20. 5 1;09.10 mifka.'faim  ‘glasses’ a.fu.'fai
21. 5 1;09.18 'du.bi ‘teddy bear’ 'pu.pi
22. 5 1;09.18 dzi.'va.fa ‘giraffe’ fi.'va.fa
23. 5 1;09.18 may'vat “frying pen’ a.'yue.dat
24, 5  1;09.18 may'vat ‘frying pen’ e.da.'dat
25. 5 1;09.18 'ya.li ‘Chali (name)’ fali
26. 5 1;09.27 a.dom ‘red ms.sg.’ a.di.'de
27. 5 1:09.27 la.'se.det ‘to descend’ a'de.ded
28. 5  1:09.27 la.'sedet ‘to descend’ a'de.deh
29. 5 1;09.27 od-pa.'sa ‘another-cow’ 0.'pa.pa.wa
30. 5 1;09.27 'so.tem ‘Rotem (proper name)’ 'do.ten
31. 5 1;09.27 'so.tem ‘Rotem (proper name)’ 'do.tem
32. 5  1:;09.27 sa.'kin ‘knife’ xe.'kin
33. 5  1;09.27 fa.'yow ‘black ms.sg.’ xa.' oK
34, 5 1,09.27 si.'ka ‘pin’ gi.'ka
35. 6 1;10.06 te.le.'viz.ja ‘television’ a.'de.d=
36. 6 1;10.06 i.'tul ‘diaper’ a.fi.'tul
37. 6 1;10.13 'du.bi ‘bear.dim’ bu.bi
38. 6 1:10.13 la.'we.det ‘to descend’ a.'dee.det
39. 6 1;10.13 la.'e.det ‘to descend’ a'de.deedz
40. 6 1;10.13 'ko.tem ‘Rotem (proper name)’ 'do.tim
41. 6 1;10.28 la.ha.'foy ‘to reverse’ a.'"yoy
42. 6 1;10.28 la.-'yol ‘to.the-sand’ se.'x00j
43, 7  1;11.18 'dubi ‘bear.dim’ bu.pi
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44, 7  1;11.18 'hi.ne ‘here (deictic)’ ni.nee
45, 7  1;11.18 le.so.'vev ‘to rotate’ ze.se.'vef
46. 7 1;11.18 te.le.'viz.ja ‘television’ te.ni.'ni.tsa
47. 7 1;11.18 te.le.'viz.ja ‘television’ te.zi.gi.'zaa
48. 7 1;11.18 te.le.'viz.ja ‘television’ e.'di.da
49, 7 1;11.18 te.le.'viz.ja ‘television’ e.'dzi.da
50. 7  1;11.18 va.'sod ‘pink ms.sg.’ dee.'mod
51. 7  1;11.18 va.'sod ‘pink ms.sg.’ va.'vod
52. 7  1;11.18 ve-.'ze ‘and-this’ ze.'ze
53. 8 1;1125 dolfin ‘dolphin’ ta.'fiin
54. 8 1;11.25 la.-a.'sof ‘to-collect’ le.'satf
55. 8 1;11.25 'ma-ze ‘what’s-that’ va.ze
56. 8 1;11.25 sukax.'ja ‘candy’ le ko.'laa
57. 8 1;11.25 ryi.pu.'fit ‘beetle’ se.pu.'fis
58. 8 1;11.25 ryi.pu.'fit ‘beetle’ sa.po.'fis
59. 8 2;00.02 Kka.'yol ‘blue ms.sg.’ ka.'z0l
60. 8 2;00.02 (ftaim ‘two’ '(taid
61. 8 2;00.02 ax.'nav ‘rabbit’ ha.'dov
62. 8 2,00.02 tele.viz.ja ‘television’ te.'tsi.sa
63. 8  2;00.02 tele.'viz.ja ‘television’ te.'ti.za
64. 9 2;00.09 je.'mi.ma “Yemima (name)’ mii.'mi.ma
65. 9 2;00.09 ken ‘yes’ keg
66. 9  2;00.09 li-f.'toay ‘to-open’ ti.fi.'toay
67. 9  2;00.09 li-f.'toay ‘to-open’ i.fi.'toay
68. 9  2;00.09 te.le.'viz.ja ‘television’ ta.'ziz.jaa
69. 9  2;00.09 tele.'viz.ja ‘television’ ta.'ti.zaa
70. 9  2;00.09 yi.pu.'fit ‘beetle’ fe.xo.'sit
71. 10 2;00.16 me.xa.jey ‘smiles ms.sg.’ xe.'Bay
72. 10 2;00.16 na.'ze.let ‘runny nose’ na.'je.jet
73. 10 2;00.16 ta.'fas.ti ‘caught 1sg.’ ta.'faf tii
74. 10 2;00.16 tele.'viz.ja ‘television’ ta.'di.saa
75. 10 2;00.16 tele.'viz.ja ‘television’ te.'dzi.za
76. 10 2;00.16 tele.'viz.ja ‘television’ te.'ti.zaa
77. 11 2;00.30 'te.le.fon ‘telephone’ 'te.je.fon
78. 11 2;01.06 'hi.ne ‘here (deictic)’ 'zi.ne
79. 11 2;01.06 na.'yaf ‘snake’ sa.'yas
80. 11 2;01.06 tele.'viz.ja ‘television’ tsa.'di.za
81. 11 2;01.12 ha.iti ‘was 1sg’ de.'i.ti
82. 11 2;01.12 o.'se.fet ‘collects fm.sg.’ o.'fee.ve
83. 11 2;,01.12  fel ‘of’ zes
84. 11 2;01.12 tele.'viz.ja ‘television’ e.'di.zaa
85. 11 2;01.12 tele.'viz.ja ‘television’ he.'di.zaa
86. 11 2:01.12 ze-o.le ‘this-ascends’ No.lee
87. 12 2;01.19 ha.'fuy ‘reversed’ a.'yuy
88. 12 2;01.19 hit.bal.'bal.ti ~ ‘got mixed up 1sg’ il.bal.'bal.ti
89. 12 2;01.19 hitlay.'lay.ti ~ ‘got dirty 1sg’ ti.'lak.li
90. 12 2;01.19 kos ‘glass (drinkware)’ 'ku.ye
91. 12 2;01.19 'pe.way “flower’ 'pe.pa
92. 13 2;01.27 ma.inu ‘saw 1pl® ne.'?i.nu
93. 13 2;02.04 Kka.'yol ‘blue ms.sg.’ k'yay
94. 13 2;02.04 li-k.'not ‘to-buy’ lik.'lot
95. 13 2;02.04 mal.bi.'fa ‘dressing fm.sg.’ me(.'pi.fa
96. 13 2;02.04 mis.to.'ve.vet ‘rotating. fm.sg. is.pe.'ve.vet
97. 13 2;02.11 me.tsa.'jes ‘drawing ms.sg.’ ze.'tsee
98. 13 2;02.11 mik."xol ‘paintbrush’ sol
99. 13 2;02.18 ho.'fe.xet ‘reversing fm.sg.’ a.'fe.tet
100. 14 2;02.25 hit.ja.'bef ‘got dried ms.sg.’ nit.ba.'beef
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101. 14 2;02.25 hit.ja.'bef ‘got dried ms.sg.’ i.ba.'bes
102. 14 2;02.25 la.-a.'sot ‘to-do’ se.'fot
103. 14 2;02.25 ®o.'tsa ‘wants fm.sg.’ dot.'ja
104. 14 2;02.25 taka.'lef ‘will peel 2ms.sg’ ka.ka.'vif
105. 14 2;02.25 ‘'za.xal ‘caterpillar’ 'sa.zal
106. 14 2;02.25 yi.pu.'fit ‘beetle’ fe.bu.'fit
107. 15 2;03.01 je.la.'dot ‘girls’ lal.'dot
108. 15 2;03.01 le.-xa.'bes ‘to-connect’ je.xa.'bev
109. 15 2;03.01 nif.be.'su ‘broke 3pl’ sif.ba.'su
110. 15 2;03.01 fo.'"xe.vet ‘lies down fm.sg.’ so.'fe.ve
111. 15 2;03.01 fo.'xe.vet ‘lies down fm.sg.’ fo.'fe.fet
112. 16 2;03.29 ha.-'"xe.lek ‘the-part’ a.'sal
113. 17 2;04.12 te.sap.'si ‘will tell 2fm.sg.’ 3is.paa.'ki
114. 17 2;04.12 ti.'si ‘look! fim.sg.’ ti.'to
115. 17 2;04.19 ay.'lif ‘will change 1sg’ ya.'vif
116. 17  2;04.19 le.-hay.'lif ‘to-change’ lay.'lif
117. 17 2;04.19 mas.gi.'fa ‘feels fm.sg.’ mef.gi.'fa
118. 17 2;04.19 me.ya.'leket  ‘dividing fim.sg.’ ma.yal.'kel
119. 17 2;04.19 sme.'ya ‘happy fm.sg.’ k"mo."ya
120. 17 2;04.25 ba.-tele.'viz.ja ‘on.the-television ba.ti.je.'viv.ja
121. 17 2;04.25 ba.-te.le.'viz.ja ‘on.the-television’ ma.te.ja.'viv.ja
122. 17 2;04.25 mig.'dal ‘tower’ mig.'laal
123. 17 2;0425 fe.-'xo.fex ‘that (comp)-darkness’ se.'fo.fer
124. 18 2;05.09 ha.-'zug ‘the-pair’ da.'zug
125. 18 2;05.15 si.'pus ‘story’ sis.'pub
126. 18 2;05.27 me.ya.me.'mim ‘heating ms.pl.’ me.yay.' mim
127. 19 2;05.29 ya.'muts ‘sour ms.sg.’ xa.'vus
128. 19 2;06.12 'ham.bus.ges  ‘hamburger’ ?ag.wu.'ges
129. 19 2;06.12 'ke.lev ‘dog’ 'ke.lez
130. 19 2;06.12 'mi.fe.hu ‘someone’ mii.'su.su
131. 19 2;06.19 maf."yid ‘scarry ms.sg.’ maf.'yi.ge.?i
132. 19 2;06.19 fab.'lul ‘snail’ bab.'lul
133. 20 2;06.29 ba.-mad.ge.'got ‘at.the-stairs’ ba.ma.bee.'got
134. 20 2;09.06 a.da.'fot ‘new fm.pl.’ xa.xa.'sot
135. 21 2;09.17 ha.ja ‘was 3ms.sg.’ ja.ja
136. 21 2;09.17 may.zi.'s¥a ‘returning fm.sg.’ bya.bi.'sa
137. 21 2;09.17 niy.na.'sim ‘entering pl.’ iy.na.'siv
138. 21 2;09.17 wak ‘only’ kak
139. 21 2;09.29 a.xa.'be ‘will connect 1sg’ xa.'beg
140. 21 2;09.29 wva.'nil ‘vanilla’ la.'viv
141. 22 2;10.03 ba.'yuts ‘outside’ ba.'yux
142. 23 2;11.28 je.xxo.'la ‘can fm.sg.’ ze.yo.'la
143. 23 2;11.28 nis.ta.'kel ‘will look 1pl® ni.y2.'kel
144. 23 2;11.28 o.'sim ‘doing ms.pl’ o.'fim
145. 23 2;11.28 o.'sim ‘doing ms.pl’ o.'fiim
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