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Abstract
This study investigates the notion of phonological similarity, while focussing on the
relevance of similarity to the process of loanword adaptation, the categorisation of
sounds, and the distinction among different sounds in a language.

The study presents a formal model for the quantification of similarity, and
suggests a grammatical system which predicts the outcome of processes of adaptation
and perception. In order to construct this model, | appeal to loanwords, as their
adaptation has long been recognised as being similarity-based.

One may wonder why the study of loanwords is at all relevant in the study of
phonological systems. Since the source of loanwords is, by definition, non-native, is
there any point in investigating loanwords when studying native phonological
systems?

Despite their foreign source, loanwords are integrated into the native mental
lexicon. Therefore, the study of loanwords could reveal the structural constraints on
phonological well-formedness, constraints which are relevant to all lexical items.
Since all living languages continue to adopt and adapt loanwords, and these, in turn,
continue to undergo adaptation, the system of adaptation, whatever it may be, has to
be an active system.

I will only briefly address the question of whether the system of adaptation is
the same as the native system (82.2.2). What is important is that there is a system, and
this system is similarity-based.

The adaptation of loanwords is systematic, and the system is similarity-based.
We adapt X as Y rather than as Z, because X is more similar to Y than to Z. The
question, of course, is what makes X more similar to Y than to Z. Can this elusive
property be identified and quantified within a formal framework?

The notion of phonological similarity is appealed to in the literature in order to
describe and explain various phenomena. The adaptation of loanwords relies on

segmental and prosodic similarity (Hyman 1970, Kenstowicz 2001, Steriade 2001a,b,
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Shinohara 2006 inter alia), rhyming patterns in poetry depend on the similarity
between segments (for example, Zwicky 1976, Kawahara 2007). Furthermore, our
ability to distinguish categories from one another depends on how similar they are to
one another (Best et al. 2001, Escudero et al. 2007, Cohen et al. in progress). And the
list of similarity-dependent phonological phenomena goes on. It appears that the
notion of similarity is most relevant to phonological theory. | deal with the various
approaches to similarity in 85.

This study is broken down into several sections. | start with a discussion of
loanwords (82) and the difference between them and the other lexical items in a
language. First, | deal with compliant loanwords, those which follow the grammatical
constraints of the language (82.1.1), and then I discuss non-compliant loanwords,
those which do not follow the language's restrictions (82.1.2). | continue by
presenting a formal definition of loanwords (§2.1.3 and §2.1.4) and the various
sources of loanwords (82.1.5).

Following the introductory sections, | discuss adaptation (82.2), starting with
non-phonological influences on the adaptation process (82.2.1), followed by the
phonological aspects of adaptation (§2.2.2).

After defining loanwords, | move on to investigate loanwords in contemporary
Hebrew (henceforth: Hebrew). | start with an overview of the language's phonology
(83), focussing on a featural and acoustic analysis of the vowel system (83.2.1 and
83.2.2), concluding with a rundown of the prosodic constraints on syllable structure
and stress.

The subsequent section 84 deals primarily with the theoretical frameworks
which | adopt in my analyses, starting with Optimality Theory (84.1) and Stochastic
Optimality Theory (84.2), continuing with a discussion of just noticeable differences,
jnds (84.3) and concluding with a similarity-based model, Steriade's (2001a) P-map
(84.4).
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Section 85 deals with the notion of similarity. First, | present a general view of
the notion, focussing on phonological similarity (85.1, 85.2 and 85.3). Then | present
my formal model of similarity (85.4).

This study relies heavily on empirical data from various sources. These are
presented in 86. I start with a discussion of my loanword corpus (86.1), and follow
with two experiments | conducted in order to evaluate the predictive powers of my
model presented in §5.

The following 87 is the heart of this study. Here, | integrate the various
notions discussed in the previous sections and present the role of similarity in
phonology as reflected in loanword adaptation. First, | discuss the notion of segmental
similarity (8§7.1) and prosodic similarity (§7.2). Later, | present a few apparent
deviations from the norm (87.3). The final 87.4 presents a similarity-based model for
the adaptation of loanwords.

The following 88 presents concluding remarks.
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Chapter 1. Introduction
1.1. Loanwords and similarity
In this study, I investigate the notion of phonological similarity, focusing on the
relevance of similarity to the adaptation of loanwords, the categorisation of sounds
and the distinction among differing sounds.

In order to formulate a model for similarity, | appeal to loanwords (81.1.1), as

their adaptation has long been recognized as a process involving similarity (81.1.2).

1.1.1. Why study loanwords?

One may ask why the study of loanwords is at all relevant in the study of
phonological systems. Since the source of loanwords is, by definition, non-native, is
there any point in studying loanwords when investigating native phonological
systems?

Despite their non-native origins, loanwords are incorporated into the native
lexicon. Therefore, their investigation reflects on the well-formedness constraints on
phonological forms relevant to all words in the lexicon. Since all living languages
continue to adopt and adapt loanwords, whatever the system of their adaptation may
be, it has to be an active system.

I only briefly concern myself with the question as to whether the system
governing adaptation is the same as the native phonological system (82.2.2). What is

important is that there is a system, and that this system is similarity based.

1.1.2. Similarity

When reading any study of loanword adaptation, it is clear that sound adaptation can
be patterned systematically, and is in no way random. Systematic adaptation relies on
similarity. We adapt X to Y rather than to Z, because X is more similar to Y than to Z.
The question is what makes X more similar to Y. And can this elusive property be

captured within a formal model?



The notion of phonological similarity has been appealed to in a large variety of
linguistic (and non-linguistic) phenomena. Loanword adaptation relies on segmental
and prosodic similarity (e.g. Hyman 1970, Steriade 2001a, Kenstowicz 2001,
Shinohara 2006, and many more), and poetic rhyming patterns (e.g. Zwicky 1976,
Kawahara 2007) depend on syllable similarity. Furthermore, our ability to distinguish
different categories from one another depends on how similar they are to one another
(Best et al. 2001, Escudero et al. 2007, Cohen et al. in progress). And so continues the
list of phonological phenomena to which similarity is relevant.

It appears, therefore, that the notion of similarity is most pertinent in

phonological theory. | discuss the various approaches to similarity in 85.

1.2. Outline of dissertation

In 82, I discuss the nature of loanwords and loanword phonology, starting with
distinctions between compliant and non-compliant words (82.1.1 and §2.1.2). Then |
move on to formal definitions of what loanwords are (82.1.3 and §2.1.4) and various
sources of loanwords (82.1.5). Following the introductory section on loanwords, |
discuss the nature of adaptation (82.2), first treating non-phonological influences in
the process of loanword adaptation (82.2.1), and then continuing to the phonological
aspects of loanword adaptation (§2.2.2).

After having clarified what loanwords are, | proceed to investigate loanword
adaptation in Modern Hebrew (henceforth: Hebrew). | start with a background of the
language (83), presenting both phonological (83.2.1) and acoustic (§3.2.2) analyses of
the segmental system, followed by a rundown of Hebrew's prosody (83.3).

The next section 84 is all about the theoretical frameworks which | adopt in
my analysis, starting with Optimality Theory (84.1) and Stochastic Optimality Theory
(84.2), following with the notion of just noticeable differences, jnds (84.3), and

concluding with a similarity-based model, Steriade's (2001a) P-map (84.4).



85 deals with the notion of similarity. | start with a discussion regarding the
nature of similarity in general, and phonological similarity in particular (85.1, 85.2,
85.3), and follow with a presentation of my formal model of similarity (85.4).

This study relies heavily on data from various sources. These are discussed in
86, starting with a loanword corpus | constructed (86.1), and two experiments |
conducted (86.2) to evaluate my similarity model's predictive powers.

The following 87 connects the dots, as | present the role of similarity in
adaptation. | start with an extensive discussion of segmental similarity (87.1) and
prosodic similarity (87.2), followed by a few noteworthy deviations from the norm
(87.3). The similarity-based grammar of loanword adaptation is next (87.4).

The final section (88) consists of concluding remarks.



Chapter 2. Loanwords

2.1. What are loanwords?

Any investigation of loanword phonology first requires the identification of
loanwords. The fact that a word used in conversation in a language L1 is originally
from a foreign language L2 does not necessarily qualify the word in question as a
loanword. There are several such words used in L1 conversation which I exclude from
my definition of loanwords: (a) words which are part of bilingual conversation; (b)
words which are merely speaker-specific idiosyncratic productions; (c) words which
are unique one-time productions mimicking some L2 phonetic form. These three
types of word are not loanwords.

So, what are loanwords? Indeed, much of the loanword literature endeavours
to answer this question and to determine various aspects of the coining of loanwords. |
follow Paradis (1996) and Kenstowicz (2001) inter alia, adopting the view that
loanwords are first and foremost lexical items originating in L2 and used in L1
conversation in order to fill some semantic void (semantics is an issue I largely ignore
throughout this study. They are used extensively in exclusively L1 conversation, even
by speakers who are monolingual L1 speakers who are not necessarily aware of the
word's source.

In many cases, the first L1 community using a loanword has knowledge of L2
(see, however, §2.1.5 on adapting speakers), and can be considered bilingual for our
purposes. | do not use "bilingual™ in the strictest sense of the word, whatever that may
be, but rather only to refer to L1 speakers with a broad, possibly near native,
knowledge of L2. However, the word becomes a loanword when there are
monolinguals (i.e. speakers unfamiliar with L2's lexicon or grammar) who utter them
without reference to or knowledge of L2. During the borrowing process itself,
bilinguals borrowing the loanword may not have fully deactivated L2. Only when L2

has been fully deactivated does a lexical item become a loanword (Paradis and



LaCharité 1997). Established loans are only those used throughout the L1 community
and fully incorporated into L1 discourse.

Note, the mere fact that speakers know the word's origins does not diminish
the word's status as a loanword, provided it is used within an exclusively L1 context.
Many speakers, even those aware of the word's L2 source, have nevertheless never
heard the word used in L2 conversation.

In order to ensure mutual understanding among bilingual speakers, the
loanword has to be as similar as possible to its source in L2. Since L1 and L2
phonetics and phonology are not identical, the L2 inputs may not fully comply with
the L1 system (whether the required compliance is the same as those in the native
vocabulary or specific to loanwords is an issue discussed in §2.2.2.2). If loanwords do
not comply fully with the L1 system, they may have to be modified to some extent. If

they do comply, no modification is necessary.

2.1.1. Compliant loanwords

In a perfect world, an L2 word fully complies with the L1 system. Such L2 words do
not require any changes during the borrowing process. Before providing the first set
of data, a note regarding my transcription throughout this study is necessary. First of
all, primary stress has only been marked in polysyllabic words and secondary stress
has not been marked. Secondly, Hebrew and English vowels are transcribed
differently. The reason for the different phonetic transcriptions is technical and
historical. I have used the same symbols commonly used in linguistic literature
regarding English and Hebrew. While the English transcription aspires towards some
degree of phonetic accuracy, which is necessary in such a rich vowel inventory, the
Hebrew transcription does not, and the symbols chosen for its transcription are
historically those chosen for most 5-vowel languages, <a e i o u> (see 83.2 for
phonetic details of Hebrew vowels), as these are simply easier to type. In addition, the

quality of the vowels in different English dialects may vary even though the symbol



used to transcribe the vowels is the same (see 86.1.1 for the transcription of English
vowels).
The following table (1) presents compliant loanwords not undergoing any

changes. The apparent mismatches are only orthographic:

(1) L1-compliant loanwords not requiring modification

English (L2)  Hebrew (L1)

a.  [Kklatf] [klat{] ‘clutch’

b. [dapk] [dapk]* ‘dunk’

C. [net] [net] 'net’

d. [set] [set] 'set’

e. [test] [test] 'test’

f.  [web] [web]? ‘web'

g. [spid] [spid]® 'speed (drug)'

h.  [hip] [hip] 'heap (computer term)’
. [ardi] [ai di] '1D'

j. [fam kat] [fain kat] fine cut (cinematic term)’
k. [haus] [haus] 'house (music genre)'

Hebrew and English consonantal categories are largely the same (see

extensive discussion in §3.1). The main exceptions are the following:

! Iy/ is not considered a Hebrew phoneme. It appears only as an allophone of /n/ before velar stops.
Loans with /y/ before velar stops do not require modification. Loans with /g/ in other positions do
require modification. See also §3.1 for discussion of velar nasals in Hebrew.

2 Although /w/ is not usually considered a native Hebrew phoneme, it does not ordinarily undergo
modification in loanwords. Older speakers, however, may adapt /w/ as /v/. See also §3.1 for discussion
of /w/ in Hebrew.

® The Hebrew vowel is shorter than its English counterpart. | have largely ignored the issue of non-
contrastive vowel length in this study. For details on the Hebrew vowels, see §3.2.



a. The English interdental fricatives /0, &/, which Hebrew does not have;

b. The English velar nasal /n/, which only exists in Hebrew allophonically before
velar stops /k, g/,

c. The rhotics, which are /1, j/ in various dialects of English, but /&/ in Hebrew;

d. The Hebrew voiceless velar fricative /x/, which most dialects of English do not

have.

There may be other small variations in the phonetic properties of the
consonantal inventories, however, in this study, | focus mainly on vowels, while
referring to consonants only when relevant to the vowels.

Regarding the vowels, although I have used different vowel symbols in the
two columns, the vowels are almost identical:

a. Hebrew /a/ in (1a-b) is acoustically almost identical to English /a/ with respect to
quality and length.

b. Hebrew /e/ in (1c-f) is acoustically almost identical to English /e/ with respect to
quality and length.

c. Hebrew /i/ in (1g-h) is almost identical in quality to English /i/, though
considerably shorter.

d. The Hebrew diphthongs /ai/ in (1i-j) and /au/ in (1k) are almost identical to the
English diphthongs /a1/ and /au/ respectively, with a slight difference in the
quality of the glide. Essentially, the kinds of vowels that occur in diphthongs are
no different from those occurring as single vowels (Ladefoged and Maddieson
1996:322). A complete discussion of Hebrew and English vowels appears in 83.2
and 87.1 respectively.

However, there are cases in which an L2 word up for adoption does not fully

comply with the L1 system. Such cases are discussed in the following §2.1.2.



2.1.2. Non-compliant loanwords

How does L1 deal with potential L2 loanwords if they do not comply with the L1
system? The candidate can follow any of three possible routes: blocking,
incorporation and adaptation.

Blocking refers to cases in which the borrowing is blocked. The word is not
adopted by L1 and the semantic void is otherwise filled. Evidence for blocking cannot
exist (logically) as no process has occurred, but it is possible that blocking does occur
for phonological reasons. Note, all sounds deemed by speakers to be linguistically
relevant can be adapted in the borrowing process. Even the most extreme cases, in
which a sound is perceived to be quite alien by a speaker, can still undergo adaptation.
For example, Zulu clicks in isolation, which are often not recognised by English
speakers as linguistically relevant, are borrowed as English oral stops when they
appear in context (Best et al. 2001). Furthermore, even sounds perceived by speakers
to be non-linguistic can undergo a form of linguistic approximation, such as is the
case with onomatopoeia. For example, a high pitched violin note may be produced by
a speaker as [iii], whereas a low pitched drum roll might be produced as
[bumbumbum]. The two utterances may be considered by speakers to be linguistic
approximations of the non-linguistic musical sounds.

Incorporation is when the word is incorporated as is, despite the fact that it
does not comply with the well-formedness restrictions of the L1 system. In effect, the
result is a word in L1 which does not conform to the L1 system prior to the
incorporation of the word. However, note that once the incorporation has occurred,
the result is a de facto expansion of the L1 system. The question why some segments
are borrowed as is while others are modified is addressed in Ussishkin and Wedel
(2003), who suggest an articulatory basis for segmental borrowing and the subsequent
inventory expansion. The basic proposition is that novel segments can be incorporated
into a language's phonemic system if their production is a combination of already

existing motor gestures in the language's pre-existing inventory. For example, English



speakers might adopt word-initial post-alveolar voiced fricatives /3/ more readily than
a pharyngeal consonant. The reason for this is that native English speakers already
possess the molecule for the medial-onset [3] (e.g. ['vi.30on] 'vision') and the word
initial /f/ (e.g. [fm] 'shin’), which differs only in voicing from /3/, and voiced-
voiceless pairs are common in English. In this case, speakers are essentially filling an
accidental gap here by introducing word-initial /3/. All they lack, in fact, is the new
context for the segment, i.e. word-initial position. On the other hand, as opposed to
I3/, pharyngeals cannot be produced through a recombination of existing gestures in
English, as English has no pharyngeal consonants.” Otherwise put, novel sounds
which can be articulated without the introduction of some new feature or combination
of features (especially those resulting from accidental gaps in the phonological
inventories) are borrowed and can achieve phonemic status more readily than sounds
which require novel articulatory gestures. A question remains as to why consonants
are sometimes (albeit, rarely) incorporated, but vowels are never incorporated.

Incorporation is very rare, and there is no evidence for blocking.

Adaptation, on the other hand, is the option speakers usually go for.
Adaptation refers to cases in which the L2 candidate is altered in order to conform to
some phonology of L1 (82.2.2.2), something which would result in segmental and/or
prosodic alteration of the L2 source word. The following table (2) includes a few
examples of segmental and prosodic adaptation, focussing on the highlighted
elements. In some cases, there are several possible L1 outputs (86.1.2.3), but | have

only given one in the following table:

* Some dialectal forms of English rhotics may be pharyngealised (Ladefoged and Maddieson
1996:234). | do not consider this secondary articulation to be of significance with respect to the
incorporation of pharyngeal segments.



2 Segmental and prosodic adaptation

English (L2)  Hebrew (L1)

a. [0aed] [tred] ‘thread'
b. ['k3isai] ['kex.ser] ‘cursor
c. ['bee.lons] ['be.lens] 'balance’
d. ['bae.nai] ['ba.nex] 'banner’
e. [gmai] [gix] 'gear’

f.  ['dzordn] ['d3ox.don] '(Michael) Jordan'
9. ['d3zinl] ['d3ux.nal]  ‘journal’

h.  [fitm] ['fi.lim] ‘film'

The English segments [0], [3], [e] and [19] in (2a-€), which are not part of the
Hebrew phonemic inventory, are replaced by [t], [e], [e/a] and [i] respectively in
Hebrew.” Hebrew disallows syllabic consonants as in (2f-g), epenthesising a vowel
before them in order to get a vocalic nucleus (Graf and Ussishkin 2002, Schwarzwald
2002). Hebrew avoids clusters of sonorants (Schwarzwald 2002, Ussishkin and Wedel
2003), epenthesising a vowel to break up such sequences, as in (2h). Note the variable
adaptation of [&] in (2c-d) and the different epenthetic vowels in (2f-h). This is
discussed in 85.4.5.1, 87.1 and 8§7.2. An extensive discussion of the Hebrew

segmental inventory and prosodic structures is given in 83.

> The interdentals have variable adaptations in Hebrew: They may be adapted as Hebrew alveolar
fricatives with the same voicing (6—s; 0—z) or as Hebrew alveolar stops with the same voicing (0—t;
0—d). The difference seems to be age-related (the younger speakers are more likely to adapt them as
stops) or culturally related (speakers with Eastern European backgrounds are more likely to adapt them
as fricatives). See also Hyman (1970) for discussion on the variable adaptation of English interdentals
in French and Serbo-Croat. This discussion in particular, and consonant adaption in general, is beyond
the scope of this study.
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2.1.3. How to identify a loanword

While it is widely accepted that loanwords are essentially L2 forms adapted and then
subsequently used in L1 conversation by monolinguals, it is not clear that the process
itself is initiated by bilinguals (82.1.5). For example, lexical items may be borrowed
by individuals who do not necessarily have any knowledge of L2. | am not referring
to cases in which a monolingual L1 speaker merely uses an adapted form, but rather
to cases in which the monolingual L1 speaker actually coins the loanword. Instances
in which L2 nouns are incorporated into L1 or in which speakers adapt forms picked
up from films or television are such cases. This may start as the mere mimicry of a
foreign phonetic form, and | would be hesitant to call such productions loanwords.
However, once incorporated into L1 syntax and morphology, these forms must have
an L1 phonological representation, i.e. must have undergone adaptation.

Determining whether a word is a loanword is complex. On the one hand, we
have the historical analyses which can almost invariably determine the origins and
time of inception of non-native lexical items. On the other hand, the historical
analyses by no means reflect the synchronically active phonological processes in
loanword adaptation or even explain what native L1 speakers may or may not know
about their language.

Speakers appear to have some notion or feeling of what does or does not
constitute an acceptable borrowing (Holden 1976). Such a subjective classification of
loanwords seems to have some validity. Simply put, if monolingual speakers of L1
consciously identify a word as being native, why claim it is otherwise (except, of
course, for the sake of historical accuracy)? Granted, there may be more complicated
cases in which judgements may differ, but by and large, foreign words are often
identified by speakers as being such. The question is whether there are objective
criteria for identifying a word as non-native which speakers may refer to in their

decisions.
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Such linguistic criteria have been suggested for loanwords in Hebrew by
Schwarzwald (2002). The phonological criteria suggested by Schwarzwald, however,
are all (with the sole exception of CCCVC syllables, as in [[{prits] 'squirt’)
synchronically applicable to what Schwarzwald calls native Hebrew words and it is
doubtful whether they can, individually, separate non-native forms from the native
lexicon. Note, it is possible that the simultaneous occurrence of several of the criteria
in a single word are what classify the word in speakers' minds as foreign, though this
is not addressed in Schwarzwald (2002):

a. Segmental composition (pp. 48-50): Words including non-native segments,
especially /3/, /tf/, /d3/ are often identified as foreign by speakers; e.g. [klatf]
‘clutch’, ['pan.tfex] 'puncture’, ['dzuk.nal] journal', [ga.'sa3] 'garage’. It could be
claimed that monolinguals identify this foreignness on the basis of these segments’
relative rarity in the language.

The problem, however, is that these borrowed segments can only be identified as
such historically as they appear in derived environments as allophones in native
Hebrew words; e.g. [fa.'max] 'guarded’ vs. [tfmox] 'guard!" (Bolozky 1979, Bat El
2002), [xi.'fev] ‘calculated' vs. [xe3.'bon] ‘calculation' (Schwarzwald 2002).

b. Atypical allophonic distribution (pp. 124, 127-128): Loanwords may deviate from
native allophonic variation, such as is the case with spirantisation, which applies
post-vocalically in Hebrew; e.g. [ba] 'he came' vs. [la.'vo] 'to come', [pa.'tax] 'he
opened' vs. [lif.'to.ax] 'to open'. In loanwords, post-vocalic stops do not ordinarily
undergo spirantisation, as is the case, for example, in [d3ip] 'jeep' and [bob] 'Bob".
The criterion, however, is also problematic. First of all, the systematic
spirantisation process in native Hebrew paradigms is in disarray (Adam 2002).
Post-vocalic stops in native vocabulary do occur, e.g. [ak.'sab] 'scorpion’,

[xa.'gap] ‘medical corps (acronym of [xel e.fu.'a])'.? In many verb paradigms,

® The normative form [ak.'sav] 'scorpion’ follows the Hebrew principles of allophonic distribution. The
sub-standard form [ak.'sab] is a backformation from the normative plural form [ak.ga.'bim]
'scorpions’.
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allophonic spirantisation has been eliminated throughout. For example, some
speakers produce [vi.'ke(] - [le.va.'ke(] ‘asked - to ask', [xi'.bes] - [le.xa.'bes]
'washed clothes - to wash clothes', [fi.'sek] - [le.fa.'sek] 'dismantled - to
dismantle’, instead of the respective normative forms [bi.'ke(] - [le.va.'kef],
[ki.'bes] - [le.xa.'bes], [pe.'sek] - [le.fa.'sek]. Furthermore, Hebrew speakers are
often not even aware that words which violate this principle are historically
loanwords (e.g. [fe.'ja] 'fairy’).

c. Non-native stress (pp. 50-53): Stress position in Hebrew stems is historically final
and mobile (i.e. during suffixation, the stress moves to the end of the word) in
inflectional paradigms (e.g. [xaj.'zas] / [xaj.za.'sim] ‘alien/s', ['xug] / [xu.'gim]
‘circle/s’).” In loanwords, stress is often non-final and almost always fixed (e.g.
['lej.zex] / ['lej.ze.xim] 'laser/s', ['dzuk] / ['dzu.kim] 'cockroach/es' (see also
§3.3.2).

While this distinction is certainly correct historically, it is no longer the case, as is
evident in native words such as ['gli.da] / ['gli.dot] ‘ice-cream/s’,
['klaf]>['kla.fim] ‘playing cards'. Lexical and fixed stress are commonplace in
modern Hebrew (Bat El 1993/2005, Graf and Ussishkin 2002, Becker 2003).

d. Non-native syllable structure (pp. 50-53): Consonant clusters in onsets and codas
in native Hebrew vocabulary, are very limited in distribution due to historical
reasons. Native complex codas appear only in 2™ person feminine past (e.g.
[ka.'taf/ka.'taft] 'he/she picked). In nouns, clusters may appear only word initially
and are limited to two consonants (e.g. [tfu.'va] 'an answer', [ftu.'fa] ‘washed
fem.', [ktu.'a] 'be severed fem.', [tku.'a] 'be stuck fem."). In loanwords, clusters
appear all over the place and may consist of two to three consonants (e.g.
[stsuk.'tu.ga] 'structure’, [ab.'stsak.ti] 'abstract' [tekst] ‘text’).

Clusters formed in derived environments are broken up via epenthesis. For

" There is a class of native Hebrew nouns, the segholates, in which the stress in the uninflected form is
penultimate. During inflection, however, stress in the segholates is final (Bolozky 1995, Bat-EI 1993
and more).
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example, although the cluster [tv] exists in native Hebrew words in underived
environments (e.g. [tvu.'a] ‘produce, crop'), the same cluster is broken up when
formed in a derived environment. Note the following case. The stem final vowel is
deleted in past tense paradigms when adding vowel-initial suffixes. If this deletion
creates a cluster, epenthesis follows (e.g. the stem final [nix.'tav] ‘it was written'
— *[nixtvu] / [nix.te.'vu] 'they were written’).

Therefore, it is likely that the reason clusters have not begun to form in native
Hebrew words, despite their being acceptable in loans, is simply because there are
no native Hebrew morphological processes which would initiate such cluster
formation without the interference of restrictions upon derived clusters.

These criteria are certainly useful in determining the etymology of words,
however, they are somewhat problematic insofar as the synchronic analysis of
loanword adaptation in Hebrew is concerned. Since the goal of my study is, inter alia,
to determine the active grammar in loanword adaptation, my study concentrates only
on words which actively undergo adaptation processes rather than words which were
historically deemed to have done so. Through the analysis of loanword data, we see
the active components in the system, something which may not necessarily be evident
in all native data (Danesi 1985 in LaCharité and Paradis 2005). For this reason, | will
only investigate those very processes which can be shown to be active by recent
adaptations (86.1) or in experimental data (86.2). In the following sections, | will
differentiate between dormant phonological phenomena, which may be of interest to
historical linguists, and the active phonological component in the grammar, which is

relevant insofar as any new introductions to L1 are concerned.

2.1.4. Institutionalised vs. ad hoc creations
A language's lexicon, Hebrew in our case, may include morphological items from
many sources (Zuckerman 2003, 2004, 2005). However, the forms of these words do

not necessarily reflect the speakers' grammar at a certain point in time. | suspect that

14



the speakers' grammar is reflected in the initial coining of words, but once adopted
(and adapted), this production grammar is irrelevant.
Following this, loanwords can be grouped into two major types:

a. Institutionalised loanwords: Words which have been around for a while and
whose adaptation does not reflect the current speakers' active and productive
phonology. Often, they are not even perceived as loanwords by current speakers
and/or their origins are unknown to speakers, who may never have been exposed
to the L2 original. Many of these words exist in L1 dictionaries and all of them
have orthographic representations in L1 (e.g. [tuf] 'tuff (volcanic rock)’).

b. Ad hoc creations: Words which have to maintain a certain degree of transparency,
at least until they have become institutionalised. These words have ordinarily not
been incorporated into L1 monolingual dictionaries, yet are necessary in order to
fill semantic voids. In many cases, they exist alongside the L2 originals via
exposure to L2 in the media, on the web, etc. Terminology in certain fields, proper
nouns and Hebrew-like pronunciations of foreign phrases are such examples.

Ad hoc creations are the only type of loanword which | consider in my study,

as only they reflect an active phonology.

2.1.5. Adapting speakers
Who coins loanwords? A possible approach (e.g. Paradis 1996, Paradis and LaCharité
1997, LaCharité and Paradis 2005) is that loanwords are introduced into L1 by
bilinguals who have access to the phonology of the source language (L2). The initial
introduction is via idiosyncratic productions. Only people who are proficient to some
extent in L2 can borrow a word into L1. The word becomes a loanword only when the
L2 grammar is fully deactivated. The grammar (82.2.1.2) and orthography (§2.2.1.1)
of L2 might interfere during these initial stages of adaptation.

However, this is not the only possible option. | claim that alongside the

adaptors who are proficient in L2, there may be monolingual L1 speakers who initiate
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adaptation. The current exposure to foreign words in the media, the internet, due to
extensive travel and emigration etc. allows for widespread adaptation, even by
speakers of L1 who are not familiar with L2 at all, but have merely been exposed to
L2 phonetic structure (even partially). Furthermore, speakers with no knowledge of
L2 might adapt solely on the basis of an orthographic representation, without ever
having heard the L2 original being pronounced (imagine reading a menu in a foreign
restaurant).

Therefore, it is possible to distinguish among different types of adapting
speakers. Some may be proficient to a certain extent in L2 (often referred to in
loanword literature as "bilinguals™). Others may only have some knowledge of L2. A
third group may be monolingual speakers of L1, having no knowledge whatsoever of
L2. Bilinguals have linguistic knowledge of L2's phonology and morphology,
speakers with some knowledge of L2 may have access to orthography and some meta-
linguistic knowledge of the language's morphology, phonology etc., while the third
group only has access to L2 phonetic representations (which may not even have been
perceived accurately) or orthographic forms. Of course, the kind of speaker carrying
out the adaptation and the sources to which s/he is exposed may affect the nature of

the adaptation itself (87.1).

2.2. Adaptation
In this section, | outline the main points relevant to adaptation in order to lay the
foundations for the following chapters of this study. An extensive discussion of all
aspects of adaptation appears in 87.

Given that a word is eligible for borrowing (82.1), it becomes necessary to
ensure that its phonological form complies with L1's phonological and morphological
restrictions. In order to do so, it is necessary to alter non-compliant forms (82.1.2).

Alterations are either motivated phonologically or non-phonologically. In order to

16



determine the nature of the phonological adaptation, it is necessary to weed out

adaptations of a non-phonological nature.

2.2.1. Non-phonological aspects of loanword adaptation

The investigation of loanword phonology is essentially twofold. First of all, it is

necessary to identify the loanwords (82.1). Secondly, it is necessary to identify the

phonological aspects of the adaptation. Not all adaptational processes can be
attributed to phonological mechanisms, although all adaptational processes
necessarily result in a word whose phonology is accepted by speakers of L1. Only
adaptational processes which are grammatically grounded and which ignore all extra-
grammatical influences can be attributed to phonological mechanisms. In order to
determine which processes are phonological, it is essential to isolate those which are
not.?

A comparison between the L2 phonetic form and the L1 form might indicate
whether non-phonological phenomena are involved. Mismatches between the two
forms not attributable to phonological processes are logically of two kinds:

a. The L1 phonetic output includes information not present in L2 which cannot be
attributed to phonological processes (e.g. orthographically motivated epenthesis,
§2.2.1.1 and §7.1.4);

b. The L1 phonetic output does not include information present in L2, the lack of
which cannot be attributed to phonological processes (e.g. analogically motivated
deletion, §2.2.1.4 and §7.3.2).

In both cases, it is clear that some non-phonological phenomena must be involved.

The following 82.2.1.1-82.2.1.5 refer to these non-phonological influences.

® This view is by no means uncontroversial. Paradis and LaCharité (1997), for example, hold that
almost all adaptation is phonological. | discuss this in §2.2.2.1 and §7.
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2.2.1.1. Orthographic influences

There are cases in which there is no possible explanation for the existence of a

segment and/or its quality in L1 other than the orthographic representation of the word

in L2 script (see also §87.1.4). The following examples in table (3) show how L2

(English) vowels and consonants with identical phonetic forms surface as different L1

(Hebrew) forms because of their different English spellings:

3) Orthographically conditioned adaptation of vowels and consonants

Orthography English (L2)  Hebrew (L1)°
a. Evan (name) ['ev.on] ['ev.an]
Kevin (name) ['ke.von] ['ke.vin]
b.  sponsor ['spon.sai] ['spon.sox]
user ['ju.zax] ['ju.zexr]
C.  respect [ar.'spekt] [ki.'spekt]
reverse [a1.'v31s] [Ke.'vers]
Orange (name)  ['o.1nd3] ['0.¥and3]
d. flirt [flaxt] [flisst]
network ['net.w3ik] ['net.woxk]
e. dunk [dAnk] [dank]
front [f1Aant] [fsont]
minibus ['mrni.bas]  ['mi.ni.bus]
f.  Lincoln (name) ['lmk_on]  ['lig.ko.len]

® The forms ['e.ven], ['ke.ven], ['spon.sek], ['0.send3], ['net.werk] have also been attested, but these
are clearly not orthographically related. In the following sections, particularly 87.1.1, I will show these
to be perceptually motivated adaptations.
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In the two words in (3a), the vowel in the final syllable of the English form is
phonetically [s]. The difference in the Hebrew adaptation can only be attributed to the
difference in the English orthography, <a> vs. <i>. The suffixes <or> and <er> in (3b)
are pronounced exactly the same in English. Once again, the different Hebrew
pronunciation suggests that at least one (if not both) of the cases must refer to the
orthography. In (3c), the English vowel [1] has two different orthographic
representations, <e> and <a>, and three different Hebrew adaptations, [i], [e] and [a],
with the latter two most likely being due to orthography. In (3d), the identical [31]
sequences are represented differently in the orthography and adapted differently in
Hebrew, a direct consequence of their different orthography. In (3e), [A] is
represented by two different graphemes in English, <u> and <o0>, yet adapted into
three different Hebrew vowels, [a], [o] and [u], with the latter two most likely
attributable to orthography. Finally, in (3f), the orthographic <ol> sequence in
‘Lincoln’ has no phonetic realisation in English. Furthermore, there is no inflectional
or derivational paradigm which a speaker might access in order to retrieve the <ol>.
The only way [ol] could possibly surface in the Hebrew form is if the Hebrew speaker
referred to the orthography.

| follow Paradis and LaCharité (1997) in saying that one should not ignore the
phonological regularity of the adaptation of loanwords (or, indeed, any regularity in
any system), just because of some apparent infrequent irregularity. Although there are
orthographic interferences in adaptation, the strong tendencies in the system should
still be examined.

So what is the extent of the orthographic influence on loanword adaptation?
Paradis and LaCharité (1997) claim that while orthography cannot be completely
controlled in the adaptation, it only plays a minor role. The example they present is
from Fula, spoken in Senegal, where only 4.6% of the segmental changes in
loanwords are attributed to orthography. However, they add that 80% of the Fula-

French speaking population are illiterate. Therefore, it is hardly surprising that the
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French orthography does not affect the Fula pronunciations. Indeed, in a largely
illiterate society, it would be surprising to find orthographic effects in anything.
Continuing along these lines, LaCharité and Paradis (2005) claim that loanwords from
English in Quebec French (a largely literate society) are not affected by orthography.
A similar view rejecting the orthographic influence on loanwords is adopted in
Silverman (1992), who claims that there exists both experimental and theoretical
evidence that speakers do not employ their knowledge of English orthography in
incorporating English loans into Mandarin Chinese.

However, other studies, especially experimentally based researches, have
reached different conclusions. For example, Vendelin and Peperkamp (2006) show
how orthography necessarily affects adaptations in Quebec French. They support their
claims with experimental data showing that speakers adapt 8 English vowels
differently, depending on whether they are exposed to orthography, pronunciation or
both. English flaps (underlying /t/ or /d/) are adapted with reference to the
orthography too.

Vendelin and Peperkamp's (2006) conclusions are further supported by data
regarding the adaptation of English [a] (underlyingly, any unstressed vowel) in
Hebrew adaptations. It is often adapted, as in the above table (3), according to its
orthographic representation (see also §87.1.3 for discussion of [o] adaptation). Further
backing for Vendelin and Peperkamp's approach can be found in Escudero et al.'s
(2008) experimental study of novel English words learnt by Dutch speakers.

An extreme case of orthographic influence can be found in Japanese loanword
adaptation. Lovins (1975:48) explains how the influx of written loans into Japanese
makes it difficult, if not impossible, to distinguish orthographic factors from
phonetically-motivated variations. This is supported by Schmidt (2008), who

demonstrates how the selection of the type of script used for words in Japanese affects
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the phonological behaviour of words.'® Also working on Japanese, Smith (2005)
presents loan couplets, showing how adaptations differ when speakers are exposed to
orthography. When exposed to the orthography, consonants are saved by epenthesis.
Without orthography, consonants are deleted, as seen in the following data from

Smith in table (4):

4) Loan couplets in Japanese — epenthesis vs. deletion

English with orthography  without orthography

‘pocket’ [poketto] [pokke ]
'beefsteak’  [bi:fuswte:ki] [bi_suteki]

'lemonade’ [re.mo.ne:.do] [ra.mur.ne_]

In light of all these data, which approach is supported by the data in Hebrew?
On the one hand, <gh> sequences in English orthography surface in Hebrew
according to their English pronunciation, or lack thereof (e.g. [bak lar_t] 'back light'
— [bek lai_t] vs. [1af kat] 'rough cut' — [kaf kat]), and never surface as [g] or
suchlike. Vowel sequences in English orthography pronounced as monophthongs in
English surface as monophthongs in Hebrew (e.g. ['daf.baxd] 'dashboard' —
['def.bord] and not *['def.bo.axd]). Indeed, such examples are given in Paradis and
LaCharité (1997) and LaCharité and Paradis (2005) regarding English loans in French
as proof that there is no reference to the orthography. On the other hand, however,
Hebrew loans also include several cases in which the influence of the orthography is
clear. In fact, in the corpus presented in 86.1, ~25% (346/1383) of the words are

necessarily affected by the orthographic forms. The abovementioned examples in

19 Roughly speaking, three different scripts are used for three different strata in the Japanese lexicon.
Hiragana is used for native words, Katagana is used for loanwords, and Kaniji is used for Chinese
words. Each stratum of the Japanese lexicon has different grammatical characteristics (I1t6 and Mester
1999).
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table (3) are not the only such cases. Evidence for orthographic influence can be
found in the many cases in which English phonetically produces a schwa [3]. In
English, unstressed vowels are often reduced to schwas, yet these may surface in
Hebrew pronounced according to their English orthography as shown in the following
table (5). Note how the five cases of English [o] all have different English
orthographic representations in (5a-e) and are all adapted according to this

orthography into Hebrew.

5) Variable schwa adaptation

Orthography English (L2)  Hebrew (L1)

a. Evan (name) ['e.von] ['e.van]

b.  Kevin (name) ['ke.van] ['ke.vin]

c.  station (wagon) ['ster.fon] ['stei.fen]
d. Lincoln ['liy.kon] ['lin.ko.len]
e. syllabus ['s1.15.bas] ['si.la.bus]

How can all the above conflicting approaches be reconciled? Two things need
to be taken into account. First of all, just because some orthographic symbols are
realized phonetically while others are not does not mean there is no reference to the
orthography. It only means that the reference to the orthography follows strict rules of
which the educated literate reader is fully conscious. Secondly, the difference between
the percentage of orthographically influenced loans in Mandarin and Fula as opposed
to Hebrew may also be due to degrees of literacy in given societies (e.g. Fula
speakers) as well as the orthographic systems employed (e.g. Chinese script). Finally,
and probably most importantly, the orthography often agrees with the pronunciation
in L2, and both might predict similar outputs. Therefore, just because a word's

pronunciation in L1 is similar to its pronunciation in L2 does not mean that the word
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was adapted on the basis of its pronunciation. The orthographic influence in such

cases is impossible to isolate (see also Lovins 1976).

It seems orthography is relevant when the speaker borrowing the word from
L2 has access to L2's orthography and decides (consciously or otherwise) to refer to
it, within certain rule-based boundaries. While orthography per se might not influence
the grammar, it could artificially override the grammar (Paradis 1996). In order to do
away with orthographic influences on loanword adaptation, my research focuses on
those cases in which the speaker does not have access to the orthography or does not
make reference to the orthography but rather relies on the L2 source word's phonetic
form.

It is important to determine which segments necessarily have an orthographic
source in order to exclude them from the corpus when considering the speakers'
phonological knowledge. I propose three necessary conditions for determining
whether a segment's source is orthographic (I discuss these in detail in 87.1.4):

a. When no paradigmatic relationships can be exploited to recover a segment: For
example, all the schwas in the above table (5) cannot be recovered via some
paradigmatic relationship as the words in (5) have no paradigms or have
paradigms in which the schwa does not vary.

If a paradigmatic relationship can be exploited to recover a segment, then
orthography cannot be shown to be a necessary source of the segment. For
example, the second schwa in English ['s1.na.ma] 'cinema' could be recovered via
[s1.no.'mae.t1k] 'cinematic' which might explain its adaptation into Hebrew as [a]
(assuming speakers are aware of the paradigm).'' In this case, the paradigmatic
relationship between 'cinema’' and 'cinematic' could explain the adaptation, without
reference to orthography, thereby rendering the orthography redundant.

b. When the English pronunciation is not "similar" to the Hebrew form: If the

English pronunciation is not "similar" to the Hebrew form, this may be a case of

1t could also be attributed to alternate pronunciations of ‘cinema' in English, which do not reduce the
final vowel to a schwa.
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the orthography influencing the adaptation. For example, the case of ['mr.ni.bas]
'minibus', which is adapted as ['mi.ni.bus], requires reference to the orthography
as the English and Hebrew pronunciations are not "similar". On the other hand,
when the two pronunciations are "similar", no reference to the orthography can be
proven. For example, English [¢€] is identical acoustically to Hebrew [€], so the
adaptation of [set] 'set' as [set] can rely fully on the phonetic form and does not
require reference to the orthography.

c. When the English orthography is "similar" to the Hebrew pronunciation:'* As is
the case in ['mi.ni.bus] mentioned in the above (b). <u> is similar to [u], therefore

the adaptation of orthographic <u> as [u] is not surprising.

2.2.1.2. Explicit knowledge of L2/L1 morpho-phonology

Alongside the orthography-related effects in loanword adaptation are the morpho-
phonological issues. | am referring to the conscious knowledge of L2's morphology,
rather than to its implicit knowledge.

Silverman (1992) claims that knowledge of English morphology is necessary
to explain extra-phonological influences on analyses. For example, speakers often
refer to morpheme boundaries in the adaptation of loanwords. I will not discuss this
point at length, but suffice it to say that inflectional affixes are seldom borrowed. This
would require the speakers to have knowledge of L2 morphology, otherwise why else
would they ignore such affixes?

In a few cases, however, the affixes may be part of the L2 phonetic material
adapted into L1. When these affixes undergo phonetic adaptation, they usually lose
their grammatical function. For example, the plural morpheme /s/ is sometimes
borrowed into Hebrew, but is largely ignored grammatically. The English [tfips]

'potato chips' is adopted by some speakers as [tfip.s-im]. The suffix [-im] is the

12| use "similar" in inverted commas because this is not really a similarity-based relationship, but
rather a complex relationship between orthography and pronunciation (spelling pronunciation, §7.1.4).
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Hebrew masculine plural morpheme and the English plural suffix [-s] loses its
grammatical function. The same holds for the English [bieiks] 'brakes' becoming
['brek.s-im] in Hebrew, and the English ['es.ko.mous] 'Eskimos' becoming
[es.ki.'mo.s-im]."® Irregular plural forms are also, by and large, adapted as
monomorphemic singular forms into Hebrew. For example, the English plural noun
['mi.disa] 'media’ was borrowed into Hebrew as a singular noun, ['med.ja], which in
turn can be pluralised to ['med.j-ot] ([-ot] is the Hebrew feminine plural morpheme).
The English [big men] 'big men (basketball)' becoming ['big.me.n-im], all adding the
Hebrew plural morpheme to the English form.* If and when grammatical morphemes
are borrowed, they lose their status as distinct morphemes and are borrowed as if they
were part of the base.™

There are cases which show the morphological reanalysis of monomorphemic
source words according to Hebrew grammar. For example, the English [sit bim] 'seal
beam (automechanics)' is adopted as [silb] in Hebrew (via back formation). The
deletion of the English [im] results from its reanalysis as a Hebrew plural morpheme.

Of course, the plural form in Hebrew in such cases would be ['sil.b-im].

2.2.1.3. Sociological issues
The register into which a word is borrowed and the frequency and contexts of its use
may affect the adaptation process.

The degree of adaptation is a function of the frequency and extent of a word's
use. This was identified in Holden (1976), who claims that the degree of adaptation

may be connected to the frequency of a word's use and is a function of time and

3 According to Even-Shushan (1993), the normative form of [es.ko.mous] 'Eskimos' is [es.ki.mo.-im]
though when carrying out a web search, the substandard [es.ki.mo.s-im] is more than twice as likely to
be used.

!4 Note, both [maen] 'man’ and [men] 'men’ are predicted to adapt as [men] in Hebrew, so it is hardly
surprising that the grammatical distinction between the two forms in English is lost during adaptation.
1> See also Schwarzwald's (2002) discussion regarding the categories of loanwords.
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sociological-psychological factors. The more frequent a word's use is, the greater the
degree of adaptation is.

The register into which a loanword enters may depend on the identity of L2
(Schwarzwald 1998). For example, Hebrew curses or slang are largely adapted from
Arabic, Russian, Ladino inter alia, while scientific terms come from English, French,
Latin etc. In addition, high-register words, so to speak, such as terms used in formal or
written language often make reference to the original orthography, whereas curses and
slang rarely do.

Although the register into which a word enters and its frequency of use may
indeed affect the nature of the adaptation (different grammars may apply in different
registers, grammar is affected by frequency), I will not dwell on this specific aspect of

adaptation.

2.2.1.4. Analogy and semantic assimilation
Loanword adaptation may also be affected by existing loanwords or by morphological
(pseudo-)paradigms in L1 (see §7.3.2). In the following table (6), the comparison to

existing loanwords via some sort of analogy can be shown to affect adaptation:

(6) Analogically determined adaptation

English (L2)  Hebrew (L1)

a. ['swe.to1] ['sve.dek] 'sweater'
b. ['swetfsit] ['swetfes_] 'sweatshirt'
c. ['ti.fsat] ['ti.fext] "T-shirt'

d. ['kee.fin] [ko.fa.'in] ‘caffeine’

The deletion of the word-final [t] in (6b) cannot be explained phonologically,

since it is not omitted in (6¢). One possible explanation, and | currently have no other,
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is the similarity between (6a) and (6b) both semantically and phonologically. Since
(6a) is an established loanword, much older than (6b), the adaptation of (6b) was most
likely affected by the presence of (6a) in the Hebrew lexicon when (6b) was
adopted.'® An additional example appears in (6d). The word ‘caffeine’ is reanalysed as
being directly connected to ‘coffee'. Hence, the first vowel in the Hebrew adaptation
[ko.fa.'in] 'caffeine' comes from the English ['ka.fi] 'coffee’ (and not the Hebrew
[ka.'fe] ‘coffee), while everything else in the Hebrew word comes from the word
['kee.fin] ‘caffeine’. Note, the form [ka.fe.'in] also exists in Hebrew, either directly via
adaptation from the English phonetic or orthographic form or with reference to the

Hebrew [ka.'fe] ‘coffee".

2.2.1.5. Summary

When investigating the phonological nature of loanword adaptation, it is necessary to
isolate the problematic words, those showing non-phonological influences. Since this
study focuses on phonological processes synchronically active in Hebrew, care is
taken to exclude words (or parts of words) with the above extra-phonological

influences.

2.2.2. Phonological aspects of loanword adaptation

There are two major issues regarding the nature of the grammar of loanword
adaptation. Researchers differ as to whether loanword adaptation is primarily
phonetically (articulatorily and/or acoustically) or phonologically (representationally)
grounded (82.2.2.1). Those who hold the phonological view still differ as to whether
loanword phonology is distinct from native phonology, i.e. how many phonologies a

native speaker has (82.2.2.2).

1% Note that the [w] in ‘sweater' is adapted as [v], but this is not the case in ‘sweatshirt', indicating that
'sweater' is a much older loanword than 'sweatshirt', as [w] is currently almost invariably borrowed as
[w]. See also 83.1.
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2.2.2.1. Phonological or phonetic adaptation

| start by addressing the first issue, i.e. whether the adaptation is phonetic or
phonological by nature. There are two possible extreme points of view. Adaptation
can be purely phonetic, or adaptation can be purely phonological. Then, of course,
there is the view that both phonetics and phonology play a role.

One of the prominent advocates of the phonetic nature of loanword adaptation
is Silverman (1992), who claims that the L2 input is "a superficial non-linguistic
acoustic signal” perceived within "an indigenous phonological system" and fitted
"into the native phonological system as closely as possible™ (p. 289). The difference
between languages insofar as adaptation is concerned lies on the language-dependent
perception of phonetic material, perception which, according to Silverman, is
constrained by the native segment inventory. According to Silverman's (1992)
Perceptual Uniformity Hypothesis, the native segment inventory constrains segmental
representations in a uniform fashion, regardless of string position. The whole process
of adaptation, briefly put, boils down to the perception of L2 segments and their
matching to L1 segments "as closely as possible”. As proof of the language specific
segmental perception, Silverman cites an experiment in which it was shown that
English-Spanish bilinguals perceive isolated syllables differently, depending on which
language an experiment is set in.

A similar view is supported in Peperkamp et al. (2008), who claim that non-
native sounds are mapped onto the phonetically closest native sounds, computed by an
acoustic distance metric. However, they note that the nature of this metric remains to
be specified (see §5.4 for my proposal regarding this metric). Adaptations are not
computed by the phonological grammar, though they are influenced by it in that the
phonology determines which sounds are available for non-native ones to be mapped
onto. The exact extent of this influence is not clear from the paper, however, they
admit that the phonological encoding model and even the orthography can affect the

adaptation.
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At the other extreme, Paradis and LaCharité (1997) give evidence for the
phonological nature of adaptation, holding that loans, as opposed to switching back
and forth between L1 and L2, have mental representations in L1 and that all L2 forms
are immediately interpreted as phonological representations in L1 and handled by L1's
constraint set.

The phonological approach is also supported by Hyman (1970), who claims
that the mere notion of "closeness"” in adaptation is problematic and cannot be defined
on the basis of phonetics. For example, is the English interdental voiced fricative [0]
closer to the alveolar voiced fricative [z] or the alveolar voiced stop [d]? French
loanwords from English prefer the fricative [z], while Serbo-Croatian loanwords from
English prefer the stop [d]. French and Serbo-Croatian have both the fricative [z] and
the stop [d] in their inventories. Incidentally, Hebrew is an interesting case since some
native speakers prefer the fricative [z] while others prefer the stop [d]."” Sound
adaptation, claims Hyman, is dependent on Sprachgefuhl (literally: language feeling),
native intuitions of the speaker, and is mental in nature rather than phonetic. See a
similar case in Kenstowicz (2001), in which Fon adapts palato-alveolar fricatives as
palato-alveolar affricates rather than alveolar fricatives. Along the same line,
Silverman (1992) suggests that adaptation is a function of phonemic approximation,
the perception of sounds in terms of underlying forms, rather than a superficial non-
linguistic acoustic signal.

A dual approach, one that proposes that both phonetics and phonology play a
part in adaptation (contrary to Silverman's (1992) Perceptual Uniformity Hypothesis)
is presented in Kenstowicz (2001), where it is claimed that adaptation is not context-
free (phonology-wise) and matching is followed by an imposition of phonological
constraints. A similar view is presented in Yip (2006), where phonological structural

constraints operate alongside phonetic perception to produce loanwords in Cantonese.

7 The two groups differ both in age — younger speakers preferring the stop [d] —and in ancestral origin
— speakers of Eastern European descent preferring the fricative [z].
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Kang (2003) reaches the same conclusions working on Korean loans, showing how
phonetic perception and native morpho-phonemic constraints work together in the
production of loanwords. Shinohara (2006) also presents data from various languages
showing the interaction between phonetic perception and phonological structural
constraints.

Gerrits and Schouten (2004) present experimental evidence supporting the
dual nature of loanword adaptation. Speakers operating in discrimination mode rely
on auditory cues and differ in performance (good vs. poor listeners). Tasks requiring
discrimination do not access the phonological system of the language. On the other
hand, speakers operating in categorisation mode (e.g. categorising foreign phones into
native classes) perform similarly, just as they would be expected to do in everyday
speech situations. Categorisation and discrimination, therefore, are two different tasks,
each utilising different mental capacities. This is similar to the results presented in
Best et al. (2001), who provide experimental evidence that the acoustic signals, while
categorised similarly, may be heard differently. This shows that two modules, the
phonetic and the phonological, work side by side.

Following Hyman (1970), Paradis and LaCharité (1997/2000), Best et al.
(2001), Kenstowicz (2001/2007), Gerrits and Schouten (2004) inter alia, | adopt the
view that loanword adaptation is largely phonological, rather than phonetic (I present
a formal model of the phonological module of adaptation in §85). However, the
auditory phonetic nature of the L2 input into L1 plays a role in the phonological

categorisation and adaptation.

2.2.2.2. One or two phonologies

What then is the nature of the phonological module in the borrowing of loanwords?
Do speakers have one or two phonologies? Logically, there are two answers to this
question: (a) There is one operative phonology; (b) There are two distinct operative

phonologies, loanword phonology and native phonology. A similar view would be
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that there is one stratified phonology in which loanwords and native words are on
different strata, subsequently undergoing different processes as well as shared
processes (e.g. 1td and Mester 1999, inter alia). | cannot find any substantial
differences between these two approaches, though the stratified approach seems to
allow for fewer differences than two separate phonologies would.

Supporting a two-system approach, Silverman (1992) claims that phonological
processes differentiate between loanwords and native vocabulary, and some processes
are peculiar to loanword phonology. In essence, two phonologies (or one stratified
phonology) operate in loanword adaptation.

At the other extreme, supporting a single phonology approach, Holden (1976)
suggests that there is only one phonology. Differences between loanword and native
vocabulary are derived via constraint interaction. In principle, there is a hierarchy of
'strengths’ of native constraints which conflict with one another, the outcome decided
by the relative strengths of the constraints. Different rates of assimilation of certain
foreign sequences and segments are a direct measure of the strength (or productivity)
of the native constraints which serve as targets for the assimilation process (a notion
largely similar to Optimality Theory — see 84.1). A similar view is held by Boersma
and Hamann (2008), who claim that a single L1 system is responsible for loanword
adaptation.

The facts are clear. Loanwords often behave differently from native lexical
items. How does one resolve the apparent differences?

One possible approach is suggested in Smith (2005), who discusses the
different behaviour of native vs. loanword clusters in Japanese. While native clusters
are simplified by deletion, loanword clusters are simplified by epenthesis. At first, this
sort of example seems to be evidence for two different phonologies (or one stratified
phonology) working side by side. Indeed, that is the sort of evidence brought forward
by advocates of the two-phonology approach, such as Silverman (1992). However, as

Smith says, this is not the only possible conclusion. The apparent conflict can be
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solved within a single phonology, says Smith, if output-output constraints are
introduced, requiring loanwords to be phonetically similar to the original L2 form. In
effect, a single constraint set applies to the whole vocabulary, both native words and
loanwords, but some constraints are simply not relevant insofar as native vocabulary
is concerned. Reinterpreted, loanwords prefer to preserve segments rather than delete
them (Paradis 1996, Paradis and LaCharité 1997, Peperkamp et al. 2008), while native
words might not do so, because native words' segments are often recoverable via
paradigms, whereas the only way to recover the loanwords' full form is via the
phonetic form in L2.

There is also another possible approach suggested in Paradis and LaCharité
(1997). In principle, there is only one set of language-specific constraints. Without
elaborating on the theoretical framework within which Paradis and LaCharité's
analyses are set, the central idea is the notion of Core and Periphery (similar to 1t6 and
Mester's 1999 stratified lexicon). In the Core, all of a language's constraints are
activated. In the Periphery, a subset of a language's constraints are contained. Most
loanwords (but not only loanwords) are found in the Periphery. In such a way,
loanwords allow us to observe "otherwise latent constraints in action™ (pp. 382).
Loanwords observing the full set of a language’s constraints are found in the Core.
Lexical items observing but a subset of the language’s constraints (e.g. neologisms,
nonces, most loanwords etc.) are found in the Periphery. In essence, loanwords are
made to conform to at least the outermost constraints in the Periphery. An overall
gradient approach is adopted with regard to the classification of lexical items with
respect to constraints, rather than a straightforward two-way split in the
lexicon/grammar.

A similar conclusion to this can be reached from Kenstowicz (2001/2007),
who discusses active phonological processes, suggesting there may be those which are
inactive. Although adaptation patterns may, in fact, contradict L1 grammar, these

contradictions typically coincide with cross-linguistically natural and well-attested
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processes and constraints. This supports a claim that adults may be capable of calling
on aspects on UG in adulthood (The Emergence of The Unmarked — TETU - see also
Shayovits 1978, Lovins 1975, Shinohara 2004, and §7.1.2 in this study for more on
the role of UG in loanword adaptation). Kenstowicz goes on to say that processes
which are not active in L1 may systematically appear in L2 adaptations.

When examining the corpus before us, it becomes apparent that there are
indeed processes visible in L1 native phonology which do not seem to operate in
loanwords. In addition, it appears that processes operating in adaptations from L2 are
present in L1 in one form or another. However, when the synchronic issue of
productive vs. non-productive phonologies is raised, this notion must be rephrased.
First of all, the Peripheral constraints are certainly productive, since they are relevant
to all lexical items in the language, L1 vocabulary, neologisms, acronym words,
nonces, loanwords etc. What about the Core constraints? They appear relevant only
for fossilized forms in a language. Why then claim that these constraints are indeed an
active and productive part of the phonology of L1? | suggest that constraints which
are non-productive insofar as neologisms, loans etc. are concerned are inactive or
dormant constraints, historical remnants of some past phonology. They may be
relevant to large portions of the lexicon, however, this relevance if mainly via
paradigm levelling allowing for analogy, or meta-linguistic knowledge rather than
evidence of the activity of grammatical constraints.

An example of non-productive phonology is Hebrew post-vocalic
spirantisation (§2.1.3). Loanwords do not ordinarily undergo post-vocalic
spirantisation in adaptation (e.g. [d3ip] 'jeep' and [bob] 'Bob’). This would suggest
that post-vocalic spirantisation is non-productive. However, spirantisation is
widespread in Hebrew paradigms (e.g. [ba] 'he came' vs. [la.'vo] 'to come', [pa.'tax]
'he opened' vs. [lif.'to.ax] 'to open’). However, such cases may be lexically encoded or
analogically based. Evidence of such analogies can be found in "sub-standard”

Hebrew. Some speakers produce the full array of phenoma: (a) hypercorrective loans
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undergoing post-vocalic spirantisation (e.g. [sep.'tem.bai] 'September’ —
[sef.'tem.bex]); (b) occlusivised post-vocalic fricatives ([kee.f1.'tro.1i.0] ‘cafeteria’ —
[ka.pi.'te.wi.a]); (c) native Hebrew paradigms with and without stop-fricative
alternations (e.g. [vi.'kef] - [le.va.'kef] 'asked-to ask'), and more.

On the other, there are productive phonological phenomena which apply to the
entire lexicon. For example, tautosyllabic sonorants are dispreferred in Hebrew, and
such clusters are almost always broken up by an epenthetic vowel (see §3.3.1). Both
loanwords and native words with such clusters undergo epenthesis.

If indeed loanwords, neologisms, acronym words and various other word-
generating processes follow one set of rules, and the only words which follow the
other set of rules are frozen forms, why would we insist on two productive
phonologies? Would it not be simpler to define the frozen forms as following a
dormant non-productive phonology and, in essence, accept that the language only has
one productive and active phonological system, the one used for generating new
words? If some native processes are only relevant for established words while others
apply to all new words, it is theoretically superior to say the former are non-
productive phonologically, and that the productive and active phonology is that which
generates the new lexical items.

| follow the view that the phonological module in loanword adaptation is
based on the phonology of L1. There may be certain aspects of L1 phonology which
are inapplicable in adaptation, but these are not productive components of the system.
In addition, universal principles may also operate alongside the native phonological
system, although their effect is not apparent otherwise. An extensive discussion of the

various components in loanword adaptation appears in 87.
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Chapter 3. Language background
Every language is a subset of the universal phonological inventories, allowing only
certain segments to surface, and limiting itself to particular syllabic structures and
stress patterns. The bulk of loan phenomena are a direct result of the incompatibility
of an L2 structure with L1's segmental inventory and prosodic structure. Therefore,
understanding loan phenomena requires an in-depth analysis of the segmental
inventories and prosodic structures of L1.

In this section, | discuss the phonological representation of Hebrew, focusing
on vowels and prosody and referring to related loanword issues, particularly from
English. An extensive discussion on the effects of Hebrew phonological restrictions in

loanword adaptation appears in 87.

3.1. Hebrew consonants

Hebrew consonant categories, with few exceptions, are almost the same as English
consonant categories, although the specific allophones may differ. The following
table, modified from Laufer (1992), includes all the consonant categories in Hebrew,

regardless of dialect marginality or source:

@) Hebrew consonant categories — the most permissive table

Bilabial Iazg‘igl- Alveolar ;3::;['(; Palatal| Velar {Uvular|Pharyngeal |Glottal
Plosive p b t d k g ?
Fricative f vis z|f 3 X | h ¢ h
Affricate s i d3
Nasal m n [n]
Liquid 1
Glide W j
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The pharyngeals and the glottals, all native consonants, are currently unstable.
The pharyngeals /h/ and /S/ appear in the speech of a few speakers of oriental descent,
and are often not even considered part of the Hebrew consonant inventory. As for the
glottals /?/ and /h/, they appear only in careful speech, and are omitted in rapid
speech.

The gradual demise of the pharyngeals and glottals is accompanied by an
expansion of the palato-alveolars, out of which only /f/ is a native phoneme. The
fricative /3/ and the affricate /tf/ appear as allophones in the language, due to voicing
assimilation for /3/, as in /fgia/l—[3gi.'a] 'an error' (cf. [fa.'ga] ‘to err’), and truncation
(Bolozky 1979, Bat-El 2002) for /tf/, as in /tifava/—[tfa.'va] 'swear!" (cf. [nif.'ba]
'swore’). The allophonic status of these consonants has allowed them to enter the
phonemic system of Hebrew with unassimilated loans (e.g. [tfips] ‘chips', [ga.'sa3]
'‘garage’) and to bring along the voiced affricate /d3/ (e.g. [d3ip] 'jeep’, [ d3en.tel.men]
‘gentleman’, ['in.ti.dzex] 'integer’), which survives in derived forms (e.g. [sin.'dzex]
‘exploited someone' from ['me.sen.d3ex] ‘'messenger’, [mu.'dza.jef] filthy' from
['dzi.fa] 'filth"). See also §2.1 and Ussishkin and Wedel (2003) for discussion on the
expansion of phonemic inventories.

Another rather new phoneme in the language is /w/, which appears only in
loanwords (e.g. ['wo.{ing.ton] 'Washington', [wau] 'wow', [a.'wan.ta] ‘show-off') and
in a handful of neologisms with obscure origins (e.g. [mit.'wak.wek] 'to maliciously
gossip about someone’, possible related to the onomatopoeic [kwa kwa] ‘quack quack
(duck sound)").*®

An allophone which did not attain phonemic status despite the unassimilated
loans in [g], which appears in native Hebrew words as an allophone of /n/ before the

velar stops [k] and [g] (e.g. /pinku/—[pin.'ku] ‘they spoilt' vs. [pi.'nek] 'he spoilt’;

'8 Some speakers systematically adapt [w] in loanwords as /v/ in Hebrew (e.g. ['sik.vens] 'sequence’).
Some words have variable pronunciations, such as ['ki.wi] ~ ['ki.vi] 'kiwi fruit'. Generally speaking,
the older the speaker, the more likely s/he is to adapt /w/ as /v/.
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/mangina/—[man.gi.'na] ‘tune' vs. [ni.'gen] 'he played (music)’). Because of the
allophonic distribution of [g] in Hebrew, all instances of [n] in English are borrowed
as [g], but a velar stop is epenthesised after the nasal. This velar stop is ordinarily
voiced (e.g. ['kas.ting] ‘casting'’), but can be voiceless before voiceless obstruents as a
result of voicing assimilation (e.g. [logk fot] 'long shot’). As [n] always appears
before a velar stop, it is not necessary to assume that it has become a phoneme in
Hebrew.

Loanwords with any of the above phonemic categories do not require
modification of the consonantal segments. The only consonantal phonemic categories
in loanwords from English requiring modification are the interdental fricatives and the

rhotics, as in the following table (8):

(8) Consonantal category differences: English and Hebrew

English category  Hebrew adaptation

[0] [d]~[z]
[6] [t]~[s]
[+/] [1]

Variation in the adaptation of interdentals depends on the age and/or ancestral
background of the speakers, with individual speakers performing systematically.
Younger speakers prefer the stops [d]/[t], while older speakers lean towards the
fricatives [z]/[s]. In addition, speakers of Eastern European descent prefer fricatives
[z)/[s], while other speakers usually produce stops [d]/[t].

Hebrew and English rhotics are very different. The Hebrew /x/ is a uvular

approximant with a certain degree of frication or trillness (Bolozky and Kreitman
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2007, Ben-David and Berman 2007, Bolozky to appear).'® The English rhotic,
however, is a labialised coronal approximant, retroflexed or not, depending on the
dialect (Ladefoged and Maddieson 1996:233-236).%° In idiosyncratic productions,
[1/1] is sometimes adapted by speakers as [w], but this is never the case in more
established forms.

Since the adaptation of consonant categories is rare in English-to-Hebrew
loans, and whatever adaptation there may be is amazingly systematic, | only discuss
them with respect to their effect on vowels (see 8§7.1.2). Henceforth, my discussion

focuses on vowels and prosody.

3.2. Hebrew vowels

The Hebrew vowel system consists of five vowel phonemes, all voiced and oral and
without contrastive duration: /i, e, a, o, u/ (Chen 1972). As shown in the following
table (9), the most frequent vowel in Hebrew is /a/, regardless of whether the noun
type is a stem or a derived form (see also Adam and Bat-EIl 2008). The table below
presents the frequency of stressed vowels in Hebrew nouns, separating singular and
plural forms. Note, the high frequency of /i/ in masculine plurals and /o/ in feminine
plurals reflects the fact that the plural suffixes (masculine /-im/ ; feminine /-ot/) are
almost always stressed in native Hebrew words. The high frequency of /u/ in feminine
singular nouns may stem from the fact that many of these are formed by adding the

stressed suffix /-ut/ to a masculine base:

19| adopt the analyses of Bolozky and Kreitman (2007) and Ben-David and Berman (2007), as these
are based on extensive acoustic and articulatory investigations alongside considerable phonological
theory, rather than older analyses of the Hebrew rhotic as a uvular or alveolar trill (Gottstein 1948), a
uvular fricative (Bolozky 1997), or as a velar fricative (Blanc 1964).

2 There are many different rhotics in various dialects of English. In Southern British English, the rhotic
is an alveolar approximant. In American English, it may be retroflexed with lip rounding and, possibly,
pharyngeal constriction. Some South African dialects have an alveolar fricative or trill. In Scots
English, it may be an alveolar trill or flap. There are some dialects in northwest England in which it is a
uvular fricative or trill (Ladefoged and Maddieson 1996:233-236).
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9 Stressed vowels (absolute values) in Hebrew nouns (Bolozky and Becker 2006)

hil lel lal lo/ lu/

Stressed V in masc. sg. | 967 1359 1860 894 1204
Stressed V in fem. sg. 428 540 2652 230 1656
Total stressed V in sg. 1395 1899 4512 1124 2860
Stressed V inmasc. pl. | 4640 324 462 574 93
Stressed V in fem. pl. 209 181 437 4533 75

Total stressed V in pl. 6244 2404 5411 6231 3028

In the following 83.2.1, | present a featural model of the phonological
representation of Hebrew vowels. This is followed by an acoustic analysis of the

system in §3.2.

3.2.1. A featural model of Hebrew vowels

Articulatorily, Hebrew vowels can be described as follows:
/il - high front vowel,

/ul - high back vowel,

/el - mid front vowel,

/ol - mid back vowel,

/al - low back vowel.

It should be noted that Laufer (1992) classifies /a/ as a central vowel, but
acoustic evidence (see vowel chart in (12) below) suggests it may be a back vowel
(note that this point is not relevant to my discussion).

In a binary feature model, the vowel system in Hebrew clearly contrasts at
least two degrees of height and backness as shown in table (10) below. In addition,

there is either a third degree of height or a roundness distinction in order to represent
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the [a/o] contrast. | follow Chen (1972) and Most et al. (2000) in saying that Hebrew
distinguishes three degrees of height (i.e. [low] rather than [round] to distinguish /a/
from /o/). A roundness distinction would technically do the job just as well (83.2.2.1),
however, there are perceptual reasons to believe this is not the case, and that the

distinction is height based (83.2.2.5):

(10)  Contrastive features in the Hebrew vowel system

fil —lel [al ol lul

high + - - - +
back - - + 4 +
low - - + - -

(round) | () (O O &) &)

3.2.2. An acoustic analysis of Hebrew vowels

| have taken all my acoustic measurements of the Hebrew vowels from Most et al.
(2000). Their analysis of Hebrew vowels is based on data from 3 groups of 30
participants each: adult males, adult females, 9-year-old children (15 of each gender).
Each participant had to pronounce five CVC nonce words (/pVp/) five times each.?
The fundamental frequency (FO0), the formants (F1-F4) and the vowel duration were
all measured. Formant frequencies were measured in the middle, steady state part of
the vowel. Data taken from Most et al. 2000 are presented in table (11) below. | have
not included details of F4, as it is considered irrelevant for contrasting vowels in
Hebrew (Most et al. 2000). The numbers in brackets refer to standard deviations (SD).

| only refer to adult male productions unless stated otherwise.??

2! The consonant /p/ was chosen because it has a short transitional period when coarticulated with
vowels and thus affects the vowel characteristics to a lesser degree than other Hebrew consonants.

22 My reference to adult male productions is by no means gender or ageism biased. It is simply because
adult males are the only group covered by all the acoustic studies of vowels | refer to.
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(11)

(12)

Hebrew vowel formant frequencies and duration

fi/ /el /a/ lo/ fa/
F1 342 (30) 455 (40) 626 (48) 478 (46) 359  (31)
F2 2068 (142) 1662 (171) 1182 (90) 944  (105) 979  (91)
F2-F1 1726 1207 556 466 620
F3 2562 (172) 2506 (156) 2417 (185) 2423 (173) 2445 (151)
Duration |78 (18) 82 (16) 90 (19) 82 (18) 75 (21)
The vowel chart below is based on values from the above table, where, as
detailed below, F1 is taken as the relevant value for backness and F2-F1 is taken as
the relevant value for height.
Hebrew vowel chart — height and backness (values from above table)
) Back (F2-F1)
1800 1600 1400 1200 1000 800 600 400,
(il L 350
[u] o
- 400
=
e] L 450 |5
[o] =
- 500 | T
- 550
- 600
[a]
- 650 ¥
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3.2.2.1. F1values

F1 values are an indication of vowel height (Ladefoged 1982:178-179, Rosner and
Pickering 1994:13). Hebrew is traditionally viewed as a language that contains two
high vowels, /i/ and /u/, two mid vowels, /e/ and /o/, and one low vowel, /a/ (Chen
1972). The values for F1, which relates to vowel height, show, as expected, no
significant differences between /i/ and /u/ with respect to vowel height (342 v. 359
respectively, the difference being smaller than the SD), and no significant differences
between /e/ and /o/ (455 and 478 respectively, the difference being smaller than the
SD). Each of the two groups differs significantly from one another and from the
vowel /a/, which averages 626 (F(4,82)=733.63, p<0.0001). Most et al. (2000)
therefore conclude that there is a three-way distinction with respect to vowel height in

Hebrew: high, mid and low (see §3.2.2.5 for additional support for this analysis).

3.2.2.2. F2values
The F2 values are usually indicative of vowel backness, with lower values for back
vowels and higher values for front vowels (Ladefoged 1982:179-180, Rosner and
Pickering 1994:13). Actually, the F2-F1 difference is considered to be the relevant
value in determining vowel backness (Ladefoged 1982:179-180, Most et al 2000,
Rosner and Pickering 1994:13). While F2 values differ across groups (male, female,
children), F2-F1 differences are more or less similar, indicating that this is the value
which plays a role in normalisation.

As can be seen in table (11) above, each vowel was generally characterized by
a different F2 value, with the exception of /u/ and /o/, which have similar F2 values.
Note, /u/ and /o/ differ significantly in their F1.

In addition, the F2-F1 differences for the five vowels also differ significantly —

F(4,82)=760.02, p<0.0001 for all five categories.
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3.2.2.3. F3values

With the exception of /u/ and /o/, all vowels differ significantly from one another with
respect to F3 values. As | explain in §3.2.2.5 in my discussion of Bark
transformations, backness in Hebrew is determined by the F3-F2 difference rather
than the F2-F1 difference (Most et al. 2000). The importance of F3 can also be seen in
the categorisation experiment in 86.2.2, where the F3 of non-native vowels can be
shown to influence their categorisation. F3 is also considered crucial in making
roundness distinctions (Rosner and Pickering 1994:159, 177), which Hebrew might
not make (see §3.2.1).

3.2.2.4. Duration

As table (11) above shows, vowel duration in Hebrew is a function of vowel height,
such that the lower the vowel, the greater the vowel's duration. Although the five
vowels differ with respect to their duration, this difference is insignificant. The
difference between the longest vowel /a/ and the shortest vowel /u/ is smaller than the
standard deviation (/a/=90ms, SD=18 ; /u/=75ms, SD=21). Duration is not considered

phonemically contrastive in Hebrew (Chen 1972).

3.2.2.5. Bark transformations
Most et al. (2000) base their analyses on Syrdal and Gopal's (1986) model in an
attempt to characterize the Hebrew vowels, while minimizing group differences and
normalising data. This model transforms physical frequency measures (Hertz) to an
appropriate auditory scale (Bark). The Bark scale, proposed by Zwicker (1961),
divides the human auditory range into 24 critical units (barks). Frequencies of vowel
formants can be converted into the critical band scale (see formula in §4.3).
According to Syrdal and Gopal's (1986) model, vowels are classified into two
categories in each bark difference dimension, according to whether or not they exceed

a 3-bark critical difference. Observe the following table (13). When applying this
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model to Hebrew, the F1-FO values for the vowel /a/ (4.32) are greater than the
critical difference of 3-barks while the F1-FO values for the vowels /i/ (1.84) and /u/
(1.99) are less than the critical distance of 3-barks. This would put /i/ and /u/ into one
category, while putting /a/ into another category. The F1-FO value for /e/ (2.86) is
almost equal to the critical distance and the F1-FO value for /o/ (3.07) is just beyond
the critical distance (for other groups (women, boys and girls), a similar picture
emerges for /a/, /il and /u/). The vowels /e/ and /o/, however, cannot be distinctively
classified in this dimension, as they differ in the four age/gender groups, therefore
requiring additional dimensions. This analysis supports the height distinction in
Hebrew (83.2.1).

The transformation procedure includes the conversion of the frequency scale
to the critical band scale and the representation of each vowel as a pattern of
differences between the frequency components. The analysis is presented in table (13)
(Most et al. 2000). Once again, I focus only on the male subjects and the values

relevant for my study:

(13) Bark transformation mean values of the first three formants, and bark
differences for three dimensions: F1-FO0, F2-F1 and F3-F2

Vowel | FO F1 F2 F3 F1-FO F2-F1  F3-F2
Height Backness
hi 148 331 1332 1466 184 10.01 134
lel 148 434 1189 1452 286 7.55 2.64
lal 148 580 9.60 1430 4.32 3.80 4.70
lo/ 148 454 8.15 1432  3.07 3.60 6.17
ful 148 347 7.12 1437 1.99 3.65 7.25

From this table, the following patterns emerge. The F1-FO dimension reflects

vowel height quite well in Hebrew, with height categories patterning according to the
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3-bark critical distance. The F2-F1 values for all five vowels in all groups exceed the

3-bark distance and, therefore, cannot distinguish between backness categories. Thus,

Hebrew vowels are not separated into front and back categories along this dimension

and therefore the F2-F1 dimension cannot be said to relate universally to front-back

distinctions. The F3-F2 dimension, however, clearly distinguishes among the front

and back vowels, the front vowels being under the critical 3-bark distance, the back

vowels being over the critical 3-bark difference. In short, vowel height in Hebrew is

defined through the F1-FO dimension, while backness is defined through the F3-F2

dimension. Additional discussion of these issues appears in §4.3.

3.3. Prosody

Since prosody plays an important role in the adaptation of loanwords, both with

respect to syllabic structure and prominence, understanding adaptation requires an in-

depth understanding of L1's prosody, the licit syllable structures and possible stress

patterns. I discuss syllable structure in Hebrew in §3.3.1 and stress in §3.3.2.

3.3.1. Syllable structure

Native Hebrew words may contain the syllable structures in the following table (14):

(14)  Syllable structure in native Hebrew words

Syllable | Word Initial Word medial Word final
a. | CV la.'kax  'he took’ ka.ta.'va ‘article’' ka.'sa  ‘happened’
b. | CVC ful.'xan 'table’ hit.kas.'bel ‘'snuggled’ fad.'xan ‘stapler’
c. |V a.'big 'knight' no.a.'lim 'locking'  ka.'vu.a ‘permanent’
d | vC of.no.'im 'motorbikes’ ne.ez.'vu ‘were left'” bo.'ef  ‘skunk’
e. | CCV tku.'fa  ‘period'
f. | CvCC | - ka.'tavt 'you (fem.) wrote'
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Complex margins are noticeably rare in native Hebrew words. Complex
onsets, as in (14e), appear only word initially, and complex codas, as in (14f), appear
only word finally in 2" person feminine singular past. Native Hebrew onsets are
restricted to two (or fewer) consonants for historical reasons and Hebrew morphology
offers no processes which might change this dramatically. All complex edges respect
the Sonority Sequencing Generalisation (Steriade 1982) by allowing sonority rises
toward the vocalic nuclei and plateaus, but never sonority falls (Rosen 1973, Bolozky
1978, Bat-El 1994). In addition, complex onsets consisting of sonorants are limited to
[m] plus a coronal non-glide in onset position (e.g. [mlai] ‘inventory', [mna.'jot]
'shares'); otherwise, two adjacent tautosyllabic sonorants are prohibited (*[mx], *[1x],
*[&1]).

Loanwords, however, have a richer syllabic inventory (Schwarzwald 2002,
2004, Bat-EI 1994 inter alia). Triconsonantal sequences may appear (Laufer 1992),
provided they respect the Sonority Sequencing Generalisation (SSG) and do not have
illicit sonorant sequences (e.g. [stsuk.'tu.xa] 'structure’, [tekst] 'text’, [?ab.'stsak.ti]
‘abstract’).

The preservation of clusters in Hebrew loans, while following the SSG and the
ban on sonorant clusters, has effectively increased the possible clusters in Hebrew, as

seen in the following examples from Schwarzwald (2004):

(15) Cluster retention in loanwords

Hebrew
a. [zamf] 'suede’
b. [stseit] 'straight’

c. [pwo.jekt] ‘'project’

d. [golf] ‘golf’

e. [xlox] ‘chlorine’
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The highlighted clusters in (15) above do not exist in native Hebrew words.
Nevertheless, they are preserved in Hebrew loanwords. The data indicate that Hebrew
has in fact expanded its syllabic inventory to include all clusters, provided: (a) there is
falling or level sonority towards the syllable margin (Hebrew strictly observes the
SSG); (b) sonorants are not syllabic; and (c) there is not a sequence of tautosyllabic
sonorants (Bat-El 1994, Graf and Ussishkin 2002, Schwarzwald 2002/2004). See also
82.2.2.2 for discussion of productive and non-productive phonology.

If, however, potential loanwords deviate from the abovementioned restrictions
on syllable structure, they necessarily undergo modification, usually via epenthesis

(see also 87.2.1), as shown in the following table (16):

(16) Modification of syllable structure via epenthesis

English (L2)  Hebrew (L1)

a. ['sit guer] ['e.xel grei] 'Earl Grey'

b. [film] ['fi.lim] film'’

c. ['pop.koin] ['pop.ko.xen] ‘popcorn’

d. [ard]] ['ai.del/dol] ‘(American) Idol'

e. ['d3zo1dn] ['d30x.den/don]  '(Michael) Jordan'

In the above (16a-c), an epenthetic vowel is necessary in Hebrew because of
the language's avoidance of sonorant clusters in coda position (Schwarzwald 2004,
Ussishkin and Wedel 2003). In (16d-e), an epenthetic vowel modifies the syllabic
consonants in the input, as Hebrew only allows vocalic nuclei (Graf and Ussishkin
2002, Schwarzwald 2002/2004). Note the different possible epenthetic vowels, which,

as discussed in §7.1.2, are a result of various phenomena such as vowel harmony.

47



3.3.2. Stress

Hebrew nouns can be accented (lexical immobile stress) or unaccented (mobile
stress).”® In unaccented nouns, stress is word-final or penultimate in the bare stem,
and shifts to the final syllable in inflectional paradigms (Bat-EIl 1993, Becker 2003) as

shown in the following table (17):

(17)  Unaccented noun paradigms

Final Penultimate
c 'gin gi.'Bim ‘chalk/s'
66 ka.'dug ka.du.'sim 'ball/s' 'xe.de xa.da.'¥gim  'room/s'

ooc | avi'son awviko.nim ‘aeroplane/s’ | mif.la.xat mif.la.xot  ‘'delegation/s’

In Bolozky and Becker's (2006) dictionary, stress is word-final in 86.8%
(7790/8978) of the cases and penultimate in 13.2% (1188/8978) of the cases of
unaccented nouns. Unaccented finally-stressed nouns are often recognised as the
Hebrew norm (Bat-El 1993, Schwarzwald 2002, Graf and Ussishkin 2002).

Fainleib's (2008) experimental study of Hebrew stress shows that the default
stress in nonce words within syntactic context differs from the Hebrew "norm". She
reports on a significant preference for penultimate stress in vowel-final words and
ultimate in consonant-final words. As for the inflectional paradigm, Fainleib found a
significant preference for immobile stress.

In accented nouns, stress can appear on any syllable in the word and may shift
in inflectional paradigms only to avoid staying outside the trisyllabic window (Bat-El

1993, Becker 2003, Fainleib 2008), as in ['te.le.fon]—[te.le.'fo.nim] 'telephone/s' (cf.

28 | refer here only to primary stress. There is no acoustic evidence of secondary stress in Hebrew
(Becker 2002) and although some speakers do feel that they hear some prominence associated with
every second syllable to the left of the main stress, it is possible that this is a psychological correlate of
the rhythmical processing mechanism without a parallel acoustic correlate (Bolozky 1982, Pariente
and Bolozky in progress).
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['ti.sas]—['ti.ka.sim] ‘corn’). Lexical stress is abundant, particularly in non-templatic
novel productions, loanwords, child speech and more (Pariente and Bolozky in
progress). In Bolozky and Becker's (2006) corpus, stress is lexically assigned in
23.7% (2795/11773) of all nouns.

However, this deviation is found only in nouns, where stress is contrastive and
thus needs to be lexically specified (Bat-EI 1993, Becker 2003). The stress system in
verbs is regular and predictable, and all loan verbs conform to the native system (Graf
and Ussishkin 2002).2*

With respect to loanwords, preserving stress patterns in adaptation does not
necessarily require a violation of Hebrew phonological principles governing stress
assignment, since lexical stress is so abundant. In general, a large variety of
languages, and Hebrew is apparently no exception, show that prominence in
loanwords is preserved, sometimes even if this violates basic prominence patterns in
L1 (Silverman 1992 for Mandarin, Kenstowicz 2001 for Fon, Kenstowicz 2007 for
Fijian, Shinohara 2004 for Japanese and more).

Given this, the few cases in which the stress pattern of English borrowings is
not preserved in the Hebrew adaptation are of particular interest, requiring further
study. For example, the initially-stressed English ['fes.ta.val] ‘festival’ is adapted as
stress-final [fes.ti.'val], the penultimate-stressed [mas.'ke.10] ‘mascara’ and
[g10.'fi.ti] ‘graffiti® are adapted as the initially-stressed ['mas.ka.xa] and ['gea.fi.ti].?®

| discuss stress related issues in adaptation in §7.2.2.

24 All Hebrew verbs, loans included, are also subject to other prosodic constraints (syllable structure,
number of syllables) to which other words in the language are not subject (Bat-El 1993, Schwarzwald
1998, 2002). Almost all loan verbs are derived from loan nouns already adapted into L1, rather than
directly from the L2 source. There are only a tiny number of verbs derived directly from L2 without the
L2-L1 noun transition (e.g. [dis.'kes] from English [dis.'kas] 'discuss’, [sif.'sex] from English [11.'f31]
‘refer' (Schwarzwald 2002).

% Since some loanwords may have multiple sources and others' origins may be unclear, | focus on
words whose sole source is English. This may not be the case for some of the examples presented
above.
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Chapter 4. Theoretical frameworks

My model of similarity in general and loanword adaptation in particular is couched
within a number of theoretical frameworks, related to the organisation of grammar
and perception.

On the one hand, the grammar | propose in 85 and 87 operates within an
Optimality Theoretical (henceforth: OT) framework (84.1). However, instead of
adopting the traditional OT approach, | adopt a Stochastic OT (StOT) approach
(84.2). The constraints within the StOT grammar | adopt are perceptually based (see
extensive discussion in 85.4). | discuss the nature of perception in 84.3 within the
framework of the model | propose, along the lines of Cohen (to appear) and Cohen et

al. (in progress), adhering also to Steriade's (2001a,b) perception-based model (84.4).

4.1. Traditional Optimality Theory
The model presented in this study is couched within an OT approach (Prince and
Smolensky 1993).

Inan OT grammar, outputs are a result of the interaction among constraints.
The OT grammar consists of a generator, GEN, and an evaluator, EVAL. GEN
generates all possible outputs for a given input, and EVAL compares these possible
output forms, evaluating them with a series of ranked constraints, which determine
how "bad" each candidate is. This evaluation starts with the highest ranked constraint.
Candidates violating this constraint are the worst and are eliminated immediately.
Then the surviving candidates are evaluated against the other constraints, ranked in
descending order. Each violation incurred results in the elimination of the candidate in
question, until all but one candidate are eliminated. The remaining candidate is the
optimal one and the selected output, regardless of whether it violates constraints or
not. This is the least bad candidate in the given set of candidates, the most harmonic

and optimal candidate (see 85.4).
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An OT system, such as the one described above, selects a single optimal
candidate for every input and every constraint set, unless two or more constraints are
crucially not ranked with respect to one another, i.e. freely ranked.”® If two constraints
are freely ranked or crucially not ranked (i.e. their ranking may alternate in any given
evaluation), then each individual ranking might produce a different output, something
which could result in variation in a language. As real-life loanword data show, inputs
are rarely (if ever) adapted uniformly (86.1). Therefore a model which produces
uniform outputs (i.e. a strictly-ranked model) would not be appropriate in the analysis
of a loanword grammar and there are necessarily fluctuations in the ranking of
constraints. This fluctuation can be accounted for within a StOT system explained in

the following §4.2.

4.2. Stochastic Optimality Theory

As explained, traditional OT evaluates a set of candidates with a set of fixedly ranked
constraints. There is a unique output for any given constraint evaluation of a candidate
set. The optimal candidate is then selected.

StOT, on the other hand, assumes a continuous scale of constraint strictness
(Boersma 1998, Boersma and Hayes 2001). The grammar of a stochastically ranked
system defines a probability distribution over the set of candidates (Jager 2007).
Every time a candidate is evaluated, a small noise component is temporarily added to
the ranking value of each constraint and the grammar produces variable outputs.

The basics of StOT are similar to those of OT. There is a generator component and a
set of ranked and violable constraints for the grammatical evaluation of all possible
candidates. However, rather than ranking the constraints on an ordinal scale (i.e. strict
ranking), each constraint is assigned a value which expresses its ranking. Constraints

are not merely ranked from high to low, but rather the distance between two

%8 Free ranking, or crucially non-ranking between constraints A and B is a case where A>>B and B>>A
select different optimal candidates.
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constraints can be expressed in a meaningful and quantitative way, as the constraints
are ranked along a continuous scale with real values (Boersma 1998:271-272). The
following diagram (18), taken from Boersma and Hayes (2001), depicts the situation

with non-variable categorical ranking (=traditional OT) in which C;>>C,>>C3:

(18) Categorical ranking along a continuous scale

C1 C, Cs
strict lax
(high ranked) (low ranked)

The shorter the distance between constraints is (e.g. C, is closer to C3 than C,
is to Cy), the less fixed the relative ranking of the constraint pair is. During evaluation,
the ranking value of the constraint may fluctuate, thereby producing a range within
which each constraint is applied, rather than a fixed point, as shown in the following
diagram (19) (Boersma and Hayes 2001). The range of the fluctuation is determined

by the size of the noise component mentioned above:

(19) Categorical ranking with ranges

Cl C2
1 1

&
<«

v

strict lax

In this case, the ranges of C; and C, overlap with vanishing tiny probability
(i.e. effectively, do not overlap), therefore the ranking scale merely recapitulates the
ordinary categorical ranking. However, if constraints are close enough, then their

ranges may overlap, as in the following diagram (20) (Boersma and Hayes 2001):
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(20)  Free ranking

C, Cs
—

»
|

A

strict overlap lax

Since the selection points of each constraint may be taken from anywhere
within the constraints' range, and because the ranges overlap, it is possible the C3 will
outrank C, in some cases. Note, however, that since most of C,'s selection points
outrank most of C3's selection points, the chances that C, will be ranked below C; are
smaller than vice versa.

If the distances between constraints are high, the probability of the ordinal
ranking switching between the constraints is very low. In other words, the further
apart two constraints are, the less likely they are to "switch" in position in the
evaluation of the candidates. In such a case, the output of the Stochastic and
traditional OT grammars would be similar, or even identical, and there would be no
variation whatsoever (at least not noticeably distinguishable from the background
noise of speech errors). However, if two constraints are relatively close to one
another, then they are likely to "switch" in position in a certain number of cases,
outputting different candidates in each case, and resulting in grammatical variation.

Violated constraints, just as in traditional OT, "protest™ against their violation
by marking the candidate as bad. However, unlike traditional OT, the ranking of
constraints fluctuates according to their relative values (“the loudness of each
protest™) in such a way that several instances of the same event produce different
outputs. In most cases, the constraint with the higher value is ranked at the top.
However, depending on the constraints' relative values, other constraints are ranked at
the top in a certain (albeit, lower) number of the cases.

Even the relative values may fluctuate depending on different pragmatic

circumstances (Boersma 1998:345). For example, if a speaker wants to speak more
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clearly, s/he may "push” the faithfulness constraints a little higher along the scale by
"increasing" their value. An example of such pragmatic reranking can be found in
dialects of American English, which ordinarily "flap"” the alveolar stops /t, d/
intervocalically, and both surface as [r]. However, in careful speech, these
intervocalic stops may be produced as stops rather than as flaps, with speakers
distinguishing them from one another, pronouncing /d/ as [d], and /t/ as [t]. In effect,
this is a reranking of the faithfulness constraint preserving the underlying voicing
distinction above the structural constraint banning intervocalic alveolar stops and this

reranking is done by “increasing" the value of the faithfulness constraint.?’

4.3. Just noticeable differences (jnds)

Since | assume, following Steriade (2001a,b) which I discuss in 8§4.4, that the
categorisation of phones is based on auditory comparisons, it is necessary to
instantiate this categorisation in auditory terms. The auditory units | refer to are just
noticeable differences (jnds). jnds are the minimum amount by which a stimulus
intensity must be changed in order to produce a noticeable variation in sensory
experience. First formulated as Weber's Law in 1834, Ernst Weber stated that the size

of the jnd (41) is a constant proportion of the original stimulus value:

(21) Weber's Law

AIN=k (4I=difference threshold, I=initial stimulus), k=constant.

For example, let us assume the sense of touch, more specifically, the ability to
detect weight differences, is the relevant sense. If a person holds one kilogramme in
each hand, would s/he detect the addition of 1 gramme to the left hand? Probably not.

If the minimum weight difference one could detect in such a situation is 100

2" Whether this is based on paradigm leveling, reference to the orthography, reference to underlying
forms (LaCharité and Paradis 2005, Shinohara 2006) or a result of register or lexical frequency is
irrelevant. Some reranking must occur in the changing pragmatic situation.
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grammes, then 47/1=100/1000=0.1=k. So if a person is holding two kilogrammes, 100
grammes will not suffice in order to detect a difference. Instead, s/he will need 200
grammes, as k is constant.

Audition is no different from other senses, in this respect. All the physical
characteristics of the incoming auditory signals (e.g. F1, F2, F3, length, intensity etc.)
can be measured and subsequently evaluated in terms of jnds. However, it is not the
physical aspects of the vowel formants one attends to in jnd evaluations, but rather the
vowels' acoustic parameters, expressed in units such as Barks (see also §3.2.2.5).
Barks are seen as better predictors of perceived acoustic proximity (Traunmaller
1990, Kewley-Port 2001) and can be calculated according to the following formula

(Traunmiller 1990, Brown 2002):

(22) Bark formula
Bark=z, Hertz=f: z=26.81f/(1960+f)-0.53 ;
if z<2, 2'=z+0.15(2-2) ; if 2>20.1, 7'=z+0.22(z-20.1).

It has been found that the jnd for vowel formants is 0.3 Bark (Kewley-Port
2001). Note, however, that although F1 and F2 are both measured in Hertz, people
pay less attention to F2 than to F1, probably because F1 is more audible than F2 in
background noise (it ordinarily has a higher peak). Therefore, factoring in these
differences between F1 and F2 would create a more accurate model of auditory
perception, better matching the facts. This could be done by saying, for example, that
the jnd for F1 is 0.6 Bark, while the jnd for F2 is 1.5 Bark (cf. the modelling by ten
Bosch 1991). Indeed, Holt and Lotto (2006) address the necessity for weighting

phonetic cues with respect to similarity judgements in second language acquisition.

55



4.4. P-map

Steriade's (2001a,b) P-map deals with the relative and absolute perceptibility of

different phonetic contrasts depending on the contexts in which they appear. For

example, the [p]-[b] contrast is better perceived before vowels (e.g. [apa] vs. [aba])

than before consonants (e.g. [apta] vs. [abta]), and [&]-[€] contrast is better perceived

in primary stressed syllables than in secondary stressed syllables.
P-map excludes feature-based models as a basis for determining similarity (see

85.2). For example, using the features [high] and [nasal], cumulative similarity effects

would classify [mn]-[en] as more similar than [mn]=[ed]. Any feature-based system

would predict this. However, how can a feature-based system determine that [1m]-[in]

are more similar to one another than [1b]-[1d]? It cannot, since a single feature, the

feature of labiality, separates the two sequences in each pair.

The notion of similarity is closely tied to the notion of confusability. The more

confusable two sounds are in a give context, the more perceptually similar they are to

one another. When speakers construct an algorithm for determining similarity, it is

based on their observations about confusion. The algorithm constructed is then

independent from the observed confusion and becomes the unique source for

similarity judgements.

The following table (23) from Steriade (2001a,b) is a sample fragment of the

P-map:

(23)  Hypothetical fragments of the P-map

\?ot}itirn“ge”t Vv |cv |VR |V |vT |crT
p/b p/ b p/ b p/b p/b p/b ol
d t/d |td | ud td vd "
klg ldg k/g k/g klg kig kg
s/z S/ Z sz s/z s/z slz sz

56




Every row in table (23) corresponds to some contrast and every column
represents a specific context in which this contrast may occur. The larger the letter-
size, the more distinct the contrast is. C/V represent consonants and vowels
respectively, ] represents a word-edge, R represents rhotic consonants, T represents
voiceless stops. Hence, voicing contrasts in otherwise identical obstruents are best
distinguished between vowels. The intervocalic context is that in which the two are
least similar to one another and the context in which the confusability rate would be
the lowest. Conversely, voicing contrasts are worst distinguished in the C_T context,
i.e. this context is the one in which the two are most similar to one another and in
which the confusability rate would be the highest.

In Steriade (2001a,b), the substantiation of claims regarding similarity relevant
to P-map can be based on direct speaker judgements of similarity, implicit judgements
in rhyming practices, confusability studies and observing acoustic correlates in
various environments and the presence, or lack thereof, of phonetic cues. Similarity
judgements are also affected by the specific phonological system in question, i.e. they
are not claimed to be universal.

Following Steriade's (2001a,b) P-map, Shinohara (2006) discusses the
universality of perceptual scales and their interaction with structural constraints.
Determining similarity is, therefore, not a matter of some abstract notion of similarity
or some concrete feature counting, but rather, it is a scalar process on the basis of
perceptibility. However, Steriade (2001a,b) clearly states that she does not determine
the source of the similarity knowledge and the reason for ranking the scales as they
are ranked. The model is primarily descriptive and does not define how closeness is
determined. Only the fact that the similarity knowledge exists in the minds of
speakers is relevant. Shinohara (2006) adds that P-maps are constructed on the basis
of universal perceptibility scales defined through auditory perception and encoded

into the grammatical component in each language, interacting with each language's
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individual grammar. While P-maps are universal, language specific differences are the

result of interaction between perceptual (P-map) constraints and structural constraints.
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Chapter 5. Segmental similarity

What makes two entities similar in the eyes (or ears) of the beholder? This age-old
question has intrigued researchers with respect to a broad scope of linguistic (and non-
linguistic) phenomena, such as loanword adaptation, poetic rhyming, assimilation
patterns and speech errors (slips of the tongue).

Linguistic literature in general and loanword literature in particular refer to
similarity extensively, often quite abstractly, with little or no formal definition of the
notion itself. Discussing segmental adaptation in loanwords, Hyman (1970:11)
identifies that sound adaptation is "mental by nature". Speakers adapt non-native
sounds to the "closest phoneme" in their language, the "equivalent...native segments",
on the basis of Sprachgefiihl. Similarity is all about the speaker's "feel" rather than a
quantifiable concrete notion. It is certainly not based on a straightforward feature
count.

Continuing this line of argument in his discussion of rhyming in rock music,
Zwicky (1976) shows how word-final nasals with different places of articulation
rhyme better than word-final oral stops with the same distinction. Nasals are deemed
to be more similar to one another than comparable oral stops are to one another (of
course, assuming we rhyme similar entities). Zwicky decides on the quality of the
rhyming couplets according to their frequency in his corpus. However, nasals do not
behave uniformly when it comes to rhyming with one another. The pairs [n]-[m] and
[n]-[n] often rhyme, while the pair [n]-[m] hardly ever does. Note, all pairs are only a
single feature (place) apart.?? In addition, voiced-voiceless couplets (one feature apart)
rarely rnyme, while [d]-[v] and [b]-[Z], at least two features apart (place and manner),
often do.

But such anomalies are not only found with respect to consonants. More

relevant to my discussion, Zwicky adds that front lax vowels differing in height, [g]

8 Zwicky only refers to unary and binary features and does not refer to the distance between segments
in the oral tract (labials are further away from velars than from alveolars) or acoustic measurements.
The definitions of features are based on those in Chomsky and Halle (1968:302-329).
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vs. [1], rhyme better than front tense vowels differing in height, [e] vs. [i]. Some pairs
only one feature apart hardly ever rhyme, while other which are several features apart
rhyme quite well. So clearly, it is not merely feature counting we have here. Zwicky
leaves to future study the questions of which features play a role in rhyming similarity
and how they do so.

Taking this notion a step further, Steriade (2001a,b), in her discussion of place
assimilation, argues that speakers select the targets for assimilation on the basis of a
hierarchy of perceived similarity between input and output strings, rather than
referring to or counting articulatory features. The target selected is the one most
similar to the input, and this similarity is not determined according to articulatory
features, but rather according to the P-map (84.4). For example, given a string C,C,V,
in which C; and C, differ in place, if place assimilation occurs, there are logically two
possible outputs: (a) C; assimilates to C, (one feature change) ; or (b) C, assimilates
to C; (one feature change). Both resulting sequences would be one feature apart from
the original C,C,V, so by counting features, they should be equally similar to the
input. However, place assimilation for major place features is typically regressive in
languages (i.e. C; assimilates to C,). This is because the predominant acoustic cues
for place are better perceived pre-vocalically (i.e. for C,) rather than preconsonantally
(i.e. for Cy). Therefore, similarity is based on the acoustics, and is auditory in nature.
Auditory similarity is based on the perception and confusability of phonological
features. Steriade holds that similarity is determined by the P-map (84.4), but the
source of the similarity knowledge contained in the P-map is left open. All that
matters for the P-map is that this knowledge exists in the minds of speakers.

Shinohara (2006), adopting Steriade's P-map, says that the construction of P-
maps is on the basis of universal perceptibility scales defined via auditory perception
and encoded into language-specific grammars, without going into the specifics of how

this encoding takes place.
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A different approach to determining similarity is presented in Best et al.

(2001). Best's perceptual assimilation model (PAM) presents a non-scalar approach to

the perception of and distinction among non-native (consonantal) contrasts with

respect to their phonetic similarity to native segments based on native articulatory

featural distinctions.?® Simply put, adaptation patterns of sounds reflect their

similarity to one another. These patterns can be divided into three primary types:

a. Two Category (TC): The first type of assimilation pattern is termed two-category.

L2 consonantal contrasts are adapted as two different categories in L1. For
example, the Zulu voiceless lateral fricative [1] adapts as the English voiceless
post-alveolar fricative [{], while the Zulu voiced lateral fricative [5] adapts as the
English voiced post-alveolar fricative [3].

Category Goodness (CG): The second type of assimilation pattern is termed
category-goodness. L2 consonantal contrasts are adapted as a single category in
L1, but one is deemed to be a better match than the other. For example, ejectives
such as [k’] and aspirated stops such as [k"] are both adapted as English [k]
(which might itself be aspirated). However, [k"] is deemed by English speakers to
be a much better match to the English category than [k’].

Single Category (SC): The third type of assimilation pattern is termed single-
category. L2 consonantal contrasts are adapted as a single category in L1, and
neither is deemed to be significantly "closer" to the L1 output. For example,
implosives such as [6] and regular pulmonic voiced stops such as [b] are both
adapted as a single category in L1, and neither is deemed to be a better match (this
according to Best et al. 2001).

The model predicts that TC are the least similar to one another while SC are

the most similar to one another. It should be noted, however, that the experiment

design in Best et al. (2001) does not distinguish between categorisation and

%% Best et al. (2001) do admit that even non-contrastive phonetic detail is detected by speakers, but this
is deemed irrelevant by them for their analysis.
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discrimination, something which might weaken the conclusions one is able to draw
from the data (see discussion in 86.2). Furthermore, the model does not attempt to
explain why two non-native categories should follow a certain assimilation path (TC,
CG or SC). It only states that the path they follow reflects their similarity to one
another. They conclude by stating that although the model can evaluate segment
similarity, the basis for predicting the most likely assimilations of non-native contrasts
requires further examination.

Adhering to a feature-based approach, Frisch et al. (2004) suggest that the
phonological similarity of consonants, such as in Arabic trilateral roots, can be
expressed in the formula in which natural classes are defined on the basis or unary and

binary features:

(24)  Frisch et al.'s phonological similarity formula

number of shared natural classes

Similarity = number of shared natural classes + number of unshared natural classes

Following Frisch et al.'s model, Kawahara (2007), in his discussion of
Japanese rap lyrics, states that consonant rhymability, based on similarity, directly
correlates with the degree of similarity. Similarity is connected to the number of
shared features. Unlike Frisch, however, Kawahara says that counting shared natural
classes does not suffice and phonetic detail and the contexts in which consonants
appear play a role in determining similarity. He suggests that psycho-acoustic
similarity, along the lines of P-map, may be a better route to follow than featural
similarity, but adds that this is beyond the scope of his paper.

Kenstowicz and Suchato (2006), following Kenstowicz (2001, 2004),
demonstrate how formal feature structure and shared natural classes are insufficient to
determine phonological similarity. Auditory similarity must be addressed. Kenstowicz

(2007) postulates that a fixed UG ranking of identity constraints based on phonetic
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(acoustic) similarity accounts for segment quality in adaptation. However, Kenstowicz
adds, although adaptation is based on some notion of auditory similarity (not native,
but rather universal), further systematic study of this notion is required.

This is the point at which my study enters. In 85.1, I discuss the nature of
similarity. Logically, similarity can either be partial identity or gradient identity. |
explain in 85.2 why partial identity does not work. This follows Hyman (1970),
Zwicky (1976), Steriade (2001a,b) and Kenstowicz (2007), not to mention countless
others, who have long realised that feature counting simply does not suffice. | follow
this in 85.3, suggesting that the notion of similarity is gradient. This is followed by a
presentation of a formal model within the framework of OT for measuring similarity

in 85.4. | conclude with a discussion in §5.5.

5.1. The nature of similarity

Similarity is a relative, rather than absolute, notion. Comparing X to Y and Z, it could
be said that X is more similar to Y than X is to Z. X is never merely similar to Y.
Rather, when one claims X is similar to Y, one is actually claiming that X is more
similar to Y than other potential candidates. So, how does the speaker determine
whether two entities, phonological or otherwise, are similar to one another, and can
one decide how similar they are to one another, i.e. quantify similarity?

Regardless of the approach, one must first determine which properties are
relevant for determining similarity. First, | present a non-linguistic example of
similarity, demonstrating the subjectivity of similarity.

Given three objects, a white soccer ball, a yellow tennis ball and a white golf
ball, one might say all three are similar in shape to one another (they are all spheres).
However, the tennis ball and golf ball are more similar to one another in size (they are
both "small™) than they are to the soccer ball; the tennis ball and soccer ball are more

similar to one another in hardness or texture than they are to the golf ball (the golf ball
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is "harder"); but the soccer ball and golf ball are more similar to one another in colour
(both are white) than they are to the tennis ball.

So which of the three objects are more similar? That depends whether we are
interested in their shape (they are equally similar to one another), their size (the tennis
ball and golf ball are most similar), their texture (the soccer ball and tennis ball are
more similar) or their colour (the soccer ball and golf ball are more similar).

The same would apply to linguistic similarity. For instance, are the two words
[feen] 'fan’ and [1ak] 'luck’ phonologically similar to one another? Two answers are
possible, each depending on the context in which the question is asked, i.e. depending
on which criteria are relevant to similarity. If we are interested in prosodic structures,
we could say both words consist of a CVC syllable and, therefore, are similar in this
respect. If we are interested in segmental content, then the words are not similar to
one another, as they do not share any segments. Either way, in order to determine
whether the two words are similar, we first have to state which features we are
evaluating. If we are evaluating syllabic structure, they are similar, but if we are
evaluating segmental content, they are not similar. Of course, such questions become
considerably more complicated when asked to determine whether the high front
rounded vowel [y] is more similar to the high front unrounded vowel [i] than to the
high back rounded vowel [u]. In the following §5.2 and 85.3, I discuss two possible

approaches to this problem.

5.2. Similarity as partial identity

The first possible approach to the definition of similarity is defining similarity as
partial identity. In other words, two things are similar to one another if some relevant
features are identical. Note, if all relevant features were identical, then the two things
would be identical, not similar. The term "features" does not necessarily refer to

binary articulatory features, but rather to the broader notion of categories of
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comparison. Such similarity is non-gradient by nature as two entities either have the
same feature or not.

Going back to the [y]/[i]/[u] example, let us assume similarity is determined
by binary articulatory features. If the relevant feature is [round], then [y] is more
similar to [u] than to [i]. If, however, the relevant feature is [back], then [y] is more
similar to [i] than to [u].

Such feature-based approaches to similarity can be found in Best (2001),
Frisch et al. (2004) and LaCharite and Paradis (2005), all discussed in the introduction
to this chapter.

In LaCharité and Paradis' (2005) study of loanword adaptation, similarity, or
in their terms, category proximity, is determined by the number of changes in terms of
structure and features that an L2 phoneme must undergo to become a permissible L1
phoneme. Features, such as [high] and [ATR] are "counted” in order to determine
proximity in the adaptation of English vowels into French. English /u/ and /1/ become
French /u/ and /i/ respectively, rather than French /o/ and /e/, based on category
proximity. Phonetic acoustic proximity, they claim, does not work and a 2-
dimensional F1 and F2 chart would predict otherwise and is, therefore, a poor
predictor of category proximity.

Indeed, a comparison of the F1 and F2 values for vowels does not seem to
predict the categorisation patterns of vowels. However, it is not the values of F1 and
F2 on which listeners rely for vowel categorisation (83.2.2.2), but rather it is the
difference between them (Ladefoged 1982:178-180, Most et al. 2000). Furthermore, at
least in the case of American English vowels, F3-F2 distinguishes front from back
vowels, and not F2 per se (Syrdal and Gopal 1986, Most et al. 2000). Specifically, the
F3 of [1] is shown to be extremely relevant for its categorisation by speakers (Cohen
et al. in progress).

All this taken into account, the situation is still not as straightforward as is

presented in LaCharité and Paradis (2005). It is not the distance in Hertz which
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determines the categorisation, but rather acoustic parameters (e.g. Barks), which are
better predictors of perceived acoustic proximity (Traunmdaller 1990, Kewley-Port
2001, §3.2.2.5 in this study). If the data in LaCharité and Paradis (2005) are
reevaluated according to the F2-F1 difference in Barks, then the results are not as they
claim, as can be seen in the following table (25). In the table, English /u/ is
acoustically closer to French /u/ than it is to French /o/ (observe the F2-F1 in Barks),
contrary LaCharité and Paradis's (2005) claim, which is based on formants rather than
acoustic parameters. English /1/ is indeed closer to French /e/ than to French /i/, in
accordance with LaCharité and Paradis (2005). However, this is without taking F3
into account (LaCharité and Paradis give no data for F3) and as mentioned above, F3
is critical in the categorisation of English /1/ (Cohen et al. in progress). In the
following table (25), the F1 and F2 data were taken as is from LaCharité and Paradis

(2005). I carried out the Bark calculations based on Traunmller (1990).

(25)  Vowel proximity for English and French vowels

Vowel F1 F1 (Bark) F2 F2 Bark)y F2-F1  F2-F1 (Bark)

English/i/ | 375 4.304 1700 12.448 1325 10.810
French /i/ 275  3.298 2400 14.752 2125 13.941
French/e/ | 400 4.542 2200 14.173 1800 12.830
English fu/ | 425 4.776 1300 10.687 875 8.272
French/u/ | 275 3.298 775 7.594 500 5.447

French /o/ | 400 4.542 800 7.768 400 4.542

In addition, LaCharité and Paradis (2005) exclude orthography as a means for
deciding among the various vowel choices. The vast majority of the examples

presented for [u] are orthographically <oo>. For [1], examples such as <building>,
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<busy> and <business> are presented. However, written sequences can follow a rule-
based adaptation, for example <ui>—{i], <00>—[u] and never [o] (See also §2.2.1.1.
and §7.1.4.).%°

Besides the difficulty in determining which features are relevant, something
necessary for any model of similarity, approaching the issue of similarity as partial
identity has two major shortcomings.

First, what if both features, [round] and [back], in the example [y]/[i]/[u] are
relevant in the evaluation of vowel similarity? In other words, how can one compare
two inherently different features? This problem could be solved by a hierarchical
organisation of relevant features (e.g. [round]>>[back]) or by weighting the influence
of each of the two features.

Additional evidence for the problematicity of the feature based approach is
presented in Kenstowicz (2001), who shows with respect to the features [nasal] and
[voice], that binary feature-based phonological models cannot adequately account for
asymmetries in loanword data. For example, in Fon, CV sequences have to agree in
nasality (i.e. [mi] and [bi] are possible, [mi] and [bi] are not). Fon adapts sequences
such as [mi] in loanwords as [mii] rather than [bi], even though both would entail a
single alteration of the binary feature [nasal]. Possibly, nasalised vowels are closer in
phonetic space to oral vowels than nasal consonants are to oral consonants. However,
phonetic space cannot be "measured” using a binary distinction.

Second, what if no two features are identical? It is this problem which
logically eliminates partial identity as a viable approach to similarity. If no features
are identical, does that mean that the two entities are not similar? For example,
assuming manner of articulation is the relevant feature, is the affricate [ts] more
similar to the stop [t] than to the fricative [s]? English speakers adapt Hebrew word-

initial [ts] as [t] (e.g. Hebrew [tsi.'pox] 'bird' is pronounced as [tipo1] by English

% As pointed out by a reviewer, the rules may be more complex. <ui> has quite a few realisations in
English (e.g. [wi] 'quick’, [war] 'equine’, [1] 'building’ and more). The point made here, though, is that
written sequences' adaptation could still be rule-based, however complex the rule may be.
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speakers), as word-initial [ts] is impossible in English.** Assuming speakers find [ts]
to be more similar to [t] than to [s], and adaptation is based on this similarity, the only
possible solution here would be to say that [ts]'s manner of articulation (affricate) is
closer to [t]'s manner (stop) than to [s]'s manner (fricative).

Another example from Zwicky (1976) is the rhyming patterns of nasals. The
bilabial nasal [m] is judged to be more similar to the alveolar nasal [n] than to the
velar nasal [n]. However, if we refer to the relevant feature (place), all three are
different from one another to exactly the same extent (a single place feature).

Proximity (distance or closeness) is not identity. Furthermore, how does one
measure the closeness of two different manners of articulation or two different places
of articulation? It is precisely these types of example which show similarity is

gradient rather than partial identity.

5.3. Similarity as gradient identity

Like the first approach, determining which features are relevant for defining similarity
is a prerequisite. In fact, whatever one's approach to similarity is, determining the
relevant features and their interaction is necessary. But even if we decide on the exact
properties we are interested in, there is still the question of how one measures each
individual property (recall the soccer ball, tennis ball and golf ball from in 85.1).
Unlike the approach in the previous section, | suggest that features evaluating
similarity are gradient rather than being defined in absolute terms.

To determine similarity, one must first decide what the relevant features are,
and determine the scale on which they are quantified. Second, a model measuring the
distances, and comparing the distances, must be constructed. Features could be
weighted or organised hierarchically, but there is no need for an identity requirement

between features. For example, given a single relevant feature f and three entities X, Y

*! There is some conflicting evidence here as [tsu.'na.mi] is pronounced as [su.'na.mi], [tsu.'na.mi] or
[ta.su.'na.mi] in English, but this is largely irrelevant with respect to the point I am making here.
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and Z: X is more similar to Y than X is to Z if the distance between the value of f(X)
and f(Y) on the relevant scale is smaller than the distance between the values of f(X)
and f(Z) on the same scale. If more than one relevant feature is involved, then the
weighting of the features in some sort of featural hierarchy is necessary to determine
similarity.

In the following 85.4, | present my formal model of similarity which answers
the two key questions raised here:
(a) What are the relevant features for the evaluation of segmental (primarily vowel)

similarity?

(b) How is the degree of similarity between two entities evaluated, preferably

quantified?

5.4. A formal model of similarity

5.4.1. Basic assumptions

Following Hyman (1970), Zwicky (1976), Steriade (2001a,b) and Kenstowicz (2007),
| assume that speakers determine segmental similarity on the basis of perception,
rather than articulatory feature counting or calculations based on the number of
articulatory features (Frisch et al. 2004). After all, it is the auditory signal one is
exposed to, and whatever the mental process may be, the only input one has is
auditory. When categorising sounds (in my case, vowels), listeners compare incoming
auditory tokens to the values they are most used to, i.e. means of vowels in their
language (Cohen to appear, Cohen et al. in progress). The speaker attends to the
essential acoustic correlates which distinguish among categories in the language. This
is no different from the P-map approach in Steriade (2001a,b) discussed in 84.4.
Similarity judgements are, inter alia, dependent on the essential acoustic correlates
distinguishing categories in a language, and it is precisely these correlates speakers

must attend to.
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This approach is supported by the psycholinguistic model based on
experimental evidence in Peperkamp et al. (2008), suggesting that non-native sounds
and sound structures are mapped onto the phonetically closest native ones, without
specifying how closeness is defined. In addition, as shown in the introduction to 85,
feature counting in order to determine closeness simply does not work. See also
Kenstowicz (2001) for further evidence regarding a feature-counting based approach,
in his case with respect to V-C asymmetry with the feature [nasal] (also discussed
here in §5.2).

In my analyses, | refer to vowel categories. However, the same model is
applicable to consonant categories (or any other acoustic categories), where different
and additional features may be relevant.

The comparison speakers make is not based on articulatory features of any sort
(see introduction to 85), but rather, it is based on acoustic qualities. Since | assume
comparisons are auditory, | instantiate these comparisons in auditory terms, i.e. just
noticeable differences or jnds (84.3). First suggested by Ernst Weber in 1834, the jnd
(or "difference threshold™) is the minimum amount by which stimulus intensity must
be changed in order to produce a noticeable variation in sensory experience.

When comparing speech sounds, vowels in particular, the physical qualities
we attend to are the formants. Of course, we attend to other acoustic qualities too (e.g.
length), but for simplicity's sake, | refer here only to the formants. The jnd for vowel
formants is 0.3 Bark (Kewley-Port 2001). All the physical characteristics of an
incoming auditory signal (e.g. F1, F2, F3, length, intensity) can potentially be
evaluated in terms of jnds. I limit my discussion to F1 and F2 in the model presented
here, as these are usually deemed to be sufficient in vowel categorisation in Hebrew
(Most et al. 2000).

Note, however, that although F1 and F2 are both measured in Hertz, it has
been found that people pay less attention to F2 than to F1, probably because F1 is

more audible than F2 in background noise (it has a higher peak). Therefore, factoring

70



in the difference between F1 and F2 would create a more accurate model, better
matching the facts. This could be done by saying, for example, that the jnd for F1 is
0.6 Bark, while the jnd for F2 is 1.5 Bark (cf. the modelling by ten Bosch 1991).
Indeed, Holt and Lotto (2006) address the necessity for weighting phonetic cues with
respect to similarity judgements in second language acquisition.

There is no doubt that adding cues, such as F3 and length, and weighting cues
(e.g. F1>>F2) would increase the model's accuracy. Of course, attending to the F2-F1
difference and to the F3-F2 difference would also increase the model's predictive
powers (83.2.2.3). However, for simplicity's sake, | only refer to F1 and F2 here, and

weight the two formants equally.

5.4.2. Perception-based constraints

The constraints on sound categorisation are specified in terms of relative jnd
distances. Perceptibility scales are universal (Shinohara 2006) and, therefore, jnds are
universal measures. However, auditory perception alone does not determine
phonological patterns. Instead, the universal perceptibility scales map into language
specific patterns. Therefore, the constraints crucially depend on language-specific
distances, as they refer to the distributions of a specific language.

In order to calculate the relative jnd distances, | have chosen arbitrary
reference points ensuring that all values along the jnd scale are positive. Negative
values would not affect the model or its predictions. They would just make
comparisons more difficult to instantiate.

For F1, I set 0 jnds at 282Hz, two standard deviations below the mean F1 of
Hebrew /i/, the vowel with the lowest F1 in Hebrew. For F2, | set 0 jnds at 734Hz,
two standard deviations below the mean F2 of Hebrew /o/, the vowel with the lowest
F2 in Hebrew.

The following table (26) presents the mean formant frequencies and respective

jnds of Hebrew vowels (standard deviations appear in brackets):
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(26) Hebrew mean formant frequencies (Most et al. 2000) in jnds

\C/Stvg g (Ijry Mean F1 Mean F2

Hz jnd Hz jnd
lil 342 (30) 2.04 2068 (142) 21.53
lel 455 (40) 5.60 1662 (171) 16.66
lal 626 (48) 10.39 1182(90)  9.27
lo/ 478 (46) 6.28 944 (105)  4.70
Jul 359 (31) 259 979 (91) 5.42

The constraints are formulated on the basis of the values in the above table.
The constraint hierarchy is determined according to the size of the Ajnd between the
incoming formant frequency's jnd and the jnd of the formant frequency of the vowel's
mean formant value. The bigger the Ajnd is, the bigger the difference between the two
vowels is. The more different (i.e. less similar) a native category is from an incoming
vowel, the less likely that category will be chosen to adapt the incoming vowel. A

sample constraint formulation is presented in the following 85.4.3.

5.4.3. Sample constraint formulation
In this section, I outline the various stages in the formulation of constraints. Since the
constraints are formulated on the basis of the distances between incoming tokens and
mean formant values, each incoming L2 token has a different set of constraints. The
model assumes that all constraints are present at all times, but in any given acoustic
event, only a small set of constraints actually have an effect.

All values for American English (henceforth: AE) vowels are taken from
Hillenbrand et al. (1995). All values for Southern Standard British English
(henceforth: SSBE) are taken from Deterding (1997).
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Let's assume an input of AE[i]: F1=342Hz, jnd(F1)=2.04; F2=2322Hz,
jnd(F2)=24.11. This input is evaluated with respect to each Hebrew vowel. For
example, it is evaluated with respect to Hebrew [o0]: F1=478Hz, jnd(F1)=6.28;
F2=944Hz, jnd(F2)=4.70. Comparing AE[i] to Hebrew [o] yields Ajnd(F1)=4.24 and
Ajnd(F2)=19.41. The constraints are stated negatively, and thus both Ajnd(F1)#4.24
and Ajnd(F2)#19.41 get a violation mark for the candidate [o] as the input of AE[i].

Given the 5 vowels in Hebrew, we get 10 such constraints (2 for each Hebrew vowel).

5.4.4. Constraint ranking
Constraints are ranked according to their jnd distances (Ajnd), where the highest
ranked constraint has the largest Ajnd. The larger the distance is, the worse the match
is between the incoming token and the category it is being compared to. For example,
given AE[i] with a jnd(F1)=2.04 and the ranking AF1£8.36(*/a/)>>AF1+£4.24(*/ol),
the F1 of AE[i] is perceived to be more similar to the F1 of Hebrew /o/ than to that of
Hebrew /a/, since the constraint ruling out /a/ is ranked higher due to the higher value
of Ajnd. Similarly, given AE[i] with a jnd(F2)=24.11 and the ranking
AF2#19.41(*/o/)>>AF2#14.84(*/al), the F2 of AE[i] is perceived to be more similar
to the F2 of Hebrew /a/ than to that of Hebrew /o/. Each evaluation is determined by
10 constraints (5 vowels X 2 formants each).* The constraints for F1 and F2 are
defined on the same scale (jnds). Therefore, the apparently different features can, in
fact, be evaluated with respect to one another. The ranking simply follows from the
relative jnd values for each constraint.

Generally speaking, constraints can have a fixed ranking, which would yield
the same output in every evaluation, or a stochastic (probabilistic) ranking, which has
noisy evaluation and results in variable outputs, which can be expressed in

percentages (84.1 and 84.2).

%2 As mentioned, there are actually many more constraints (for F3, length etc.). I will stick to these 10.
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5.4.5. Determining similarity: Fixed vs. stochastic constraint ranking
The universal (i.e. not language-specific warped) part of the perception of auditory
events (both native and non-native) is measurable and quantifiable. Obviously,
different distributions between dialects of a language (e.g. SSBE vs. AE) will
necessarily lead to differences in similarity judgements in both fixed and stochastic
grammars, as was proposed and demonstrated in Escudero and Boersma (2003, 2004).
I assume the correct model is stochastic in nature, an assumption supported by
loanword data and experiments alike. Since the stochastic model is based on the
fixed-ranking (non-stochastic) model, the latter is presented here alongside the
predictions from a StOT model. In addition, the actual corpus data (see 86.1) and

experiment results (see 86.2) which support the model are presented too.

5.4.5.1 Fixed constraint ranking model of similarity
In this section, | present the predictions made by a fixed ranking of constraints for the
SSBE and AE vowel [&]. A more detailed presentation appears in §7.1.1. The vowel
[e] is of particular interest, since it shows variable adaptation patterns in the corpus
(49%=a ; 49%=e) and because AE and SSBE varieties of this vowel are perceived
very differently by Hebrew speakers as shown in the categorisation experiment in
86.2.2. The categorisation results in table (49) in 86.2.2 show that AE[e] is perceived
to be more similar to /e/ in 99.3% (278/280) of the cases, whereas SSBE[z] is
perceived to be more similar to /a/ in 79.5% (219/280) of the cases and to /e/ in just
18% (52/219) of the cases.

For convenience, | repeat here the jnd values of the Hebrew vowels (85.4.2)

and the calculation of the Ajnd for AE[a] and SSBE[=]:
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(27)  4jnd calculations for AE[ce](jnd F1=9.38 ; jnd F2=20.24) and SSBE[](jnd
F1=12.03 ; jnd F2=15.21) with respect to the five Hebrew vowels

jnd F1 Ajnd F1  Ajnd F1 jnd F2 Ajnd F2  Ajnd F2
Hebrew  AE[x] SSBE[®] Hebrew AE[=] SSBE[=]
hl | 2.04 7.35 9.99 21.53 1.29 6.42
lel | 5.60 3.79 6.43 16.66 3.59 1.54
lal | 10.39 1.01 1.64 9.27 10.97 5.85
lo/ | 6.28 3.10 5.75 4.70 15.54 10.41
lul | 2.59 6.79 9.43 5.42 14.82 9.70

The constraints are then formulated (85.4.3) and ranked (85.4.4) according to

their relative Ajnd values. In the following two tableaux (28) and (29), | present OT

evaluations of AE[«] and SSBE[] according to the constraints:

(28)  Evaluation of AE [«] by Hebrew speakers — fixed constraint ranking

AE[z] AF2# | AF2# | AF2# | AF1# | AF1# | AF1# | AF2# | AF1# | AF2# | AF1#
15.54 14.82 10.97 7.35 6.79 3.79 3.59 3.10 1.29 1.01
*/o/ *Iu/ */a/ *[i/ *Iu/ *le/ *[e/ */o/ *[i/ */a/
fil *| &
& [e/ * *

fa/ *| &

lo/ *| &3

fu/ *1 &
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(29) Evaluation of SSBE [] by Hebrew speakers — fixed constraint ranking

SSBE[a2] | AF2# | AFl# | AF2# | AFl# | AFl#£ | AR2# | AR2# | AF1# | AFl# | AF2#

10.41 | 9.99 9.70 9.43 6.43 6.42 5.85 5.75 1.64 1.54
*/o/ */il *fu/ *Ju/ *lel */il */al */o/ */a/ *lel

il *1 *

lel *1 *

@:/a/ * *
fo/ | *I *
fu/ *1 *

In tableau (28), the evaluation of AE[e], the worst possible match is the F2 of
Hebrew /0/, as this has the greatest Ajnd. Therefore, /o0/ is eliminated as a viable
candidate, followed by /u/ (next worst match, also by virtue of its F2), then /a/ (F2)
and finally /i/ (F1). Note, the F2 and F1 constraints are ranked strictly according to
their Ajnds. This leaves a single possible candidate /e/.

In tableau (29), the evaluation of SSBE[], the predictions are different. The
first candidate eliminated is /o/ (F2), followed by /i/ (F1), /u/ (F2) and /e/ (F1)
respectively, which leaves /a/ as the best candidate. Note, although the best match for
SSBE[] is the F2 of Hebrew /e/ (the lowest Ajnd), the candidate /e/ is eliminated
much earlier because of its F1.

As can be seen in the above tableaux, the two vowels are predicted to be
perceived differently, as they have different jnd values: AE[a] is perceived to be most
similar to /e/ and SSBE[e] is perceived to be most similar to /a/.

However, the fixed ranking cannot account for the variability in the perception
of vowels, variability which is supported by all corpus and experimental data. Such

variability, however, can be captured by a stochastic model.
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5.4.5.2. Stochastic constraint ranking model of similarity

Stochastically ranked constraints paint a different picture (see 84.2). Assuming the
same vowel tokens as in 85.4.5.1, the variability surfaces here. A more detailed
presentation of the predictions made by stochastic rankings appears in §7.1.1. For
each incoming token (=English vowel), the distribution of possible outputs (=Hebrew
vowels) was computer-generated from 100,000 tokens of each auditory input to a
perception grammar with the constraints being distance-based and the constraint
rankings being based on the native Hebrew L1 tokens. The evaluation noise was set to
2.0, similarly to Boersma (1998) and in subsequent studies (Escudero and Boersma
2003, Escudero and Boersma 2004, Boersma and Escudero 2004). The outputs of the
stochastic perception grammar were then compared to the corpus data (86.1) and
experimental data (86.2).

The following tables (30) and (31) present the predictions for AE[] and
SSBE[a] alongside the corpus and experimental data. The outputs are presented as
percentages. For example, for AE[z], the optimal candidate is Hebrew /i/ 16.7% of
the time, Hebrew /e/ 82.8% of the time, and Hebrew /a/ 0.5% of the time. Hebrew /o/
and /u/ are never selected as the optimal candidates (the darker the shading, the less

likely the candidate).

(30)  AE[] evaluation by Hebrew speaker — stochastic constraint ranking

AE[z] | Hebrew Model Categorisation | Corpus | Discrimination
Experiment Experiment
il lel fal | ol | lul |/e/ 99% lel 49% | [€] vs. [&] 90%
16.7% | 82.8% | 0.5% | 0.0% | 0.0% | /a/ 0.5% fal 49%
/i 0.5%
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(31) SSBE[c] evaluation by Hebrew speaker — stochastic constraint ranking

SSBE[«] | Hebrew Model Categorisation | Corpus | Discrimination
Experiment Experiment

fil lel lal lo/ | lul |/al 79.5% fal 49% | [€] vs. [] 90%
1.5% | 40.6% | 56.2% | 1.2% | 0.5% | /e/ 18% lel 49%

/ol 2.5%

As (30) and (31) show, the perception of AE[=] and SSBE[] is predicted by
the StOT model to differ. AE[a] is predicted to be most similar to /e/, but more
similar to /i/ than to the other three vowels. SSBE[z] is predicted to be most similar to
/a/, but almost as similar to /e/ as it is to /a/, with the other three vowels trailing way
behind.

Unlike the fixed ranking's prediction, the StOT model's predictions reflect the
categorisation and corpus data to a much greater degree. Whereas fixed ranking
dictates a single output for each event, stochastic ranking captures the variability
found in the speakers' grammar. This is evident in both the discrimination and the
categorisation experiments. In corpora, there is a much greater degree of regularity
than that which a stochastic model would predict. For example, AE[z] is predicted to
be most similar to Hebrew /i/ in 16.7% of the cases, whereas in actual fact, it is never
adapted as /i/. This is due primarily to the influence of non-phonological effects (e.g.

orthography, convention). I discuss this in §7.

5.5. Discussion

Segmental similarity is gradient and essentially based on audition and perception. It is
not absolute values or binary articulatory features one attends to when determining the
degree of similarity, but rather gradient auditory values. When categorising and
comparing incoming signals, speakers refer to categories they are most used to. In the

case of vowels, these categories are the means of the vowels in their language.
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Although audition and categorisation are universal, the base of categorisation is
language-specific.

Since segment comparisons are based on audition, | instantiate them in
auditory terms. Additional phonetic cues are necessary for consonants, but the basic
idea remains that all things sensory (and, of course, auditory) can by translated into
jnds which would then allow their comparison. Different features can easily be
compared to one another on the basis of their jnd values. If a feature is deemed to be
more influential in similarity comparisons, phonological features can be weighted
accordingly by increasing the relevant weight of their respective jnd values. The
relevant features, translated into constraints, can easily be mapped into a formal OT
phonological model. This does not contrast the Steriade's (2001a,b) P-map model
(84.4). On the contrary. This model completes the notion of P-map by determining
how similarity is quantified and evaluated. The evaluations could then be applied with

a P-map model of perception.
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Chapter 6. Data sources

Loanword adaptation is, to a certain extent, a reflection of the speakers’ perception
and production grammars. These are captured in the theoretical model of similarity |
propose in §5. In order to validate the model's predictions, it is necessary to examine
data in light of this model.

In this chapter, | present the three empirical sources of data | used in order to
construct the model and test its predictions: (a) a loanword corpus (86.1); (b) a
discrimination experiment (86.2.1); and (c) a categorisation experiment (86.2.2).

For now, | set aside the theoretical issues and focus on the facts as they
emerge from the various data sources. | discuss the connection between the data and

the theoretical model in §7.

6.1. Loanword corpus

Subject to my definition of loanwords (82.1) as lexical items originating in L2 and
used in L1 conversation in order to fill some semantic void, | constructed a corpus of
1383 words. I discuss the vowels in the L2 inputs and the possible Hebrew outputs in
86.1.1. This is followed by a discussion of the corpus' organisation in 86.1.2. | present
the criteria used for the selection of the words in 86.1.3, and the various sources of the

data in 86.1.4. Finally, in 86.1.5, | present quantitative analyses of the corpus.

6.1.1. Vowels in the corpus

There are several dialects of English, and vowel quality in the different dialects may
vary. Even the two dialects on which I focus in this study, Southern Standard British
English (Deterding 1997) and a Michigan dialect of American English (Hillenbrand et
al. 1995) display variability to a certain degree. For example, although ‘cat’ is
transcribed in both dialects as [keet], the vowel quality (not to mention the consonant
quality) is noticeably different. The SSBE [&] is lower and further back than the

AE[=]. To maintain uniformity, the data in the corpus were transcribed according to
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http://dictionary.reference.com, although the same symbols used in different dialects
may represent different vowel qualities.

The five Hebrew vowels, /a, e, i, o, u/ and the diphthongs containing them
have 20 possible sources in the corpus: (a) 12 monophthongs; (b) 6 diphthongs; (c)
syllabic consonants; and (d) clusters considered illicit in Hebrew.

There are 12 different monophthongs in the corpus. Granted, there are others
in different dialects of English, but these 12 were the ones found in this particular
corpus. The quality of the monophthongs varies from dialect to dialect, but I have
used standard transcription methods and not referred to formant variation. | do not
attend to allophonic variations, though | do address phonemic variability where
present (86.1.2.2). Examples of the monophthongs and their Hebrew adaptations

appear in the following table (32):

(32)  English monophthongs in the corpus®
English English (L2) Hebrew (L1) Hebrew

vowel vowel
a. [i] ['mid.jom fot] ['med.jum fot] [e] 'medium shot'
[i] [hip] [hip] [i] ‘heap’
b. [1] ['0.11nd3] ['0.xand3] [a] 'Orange'
[1] ['r.m1d3] [i.med3] [i] 'image’
[e]
[ [Iit] [lul] [u] 'Lil(lian)'
[1] ['tem.plit] ['tem.pleit]**  [ei] '‘template’
c. [g] [net] [net] [e] net"
[e] [mn.'te.l.dzont] [in.ti.li.'gent]  [i] 'intelligent’
d. [3] ['k31.501] ['kex.sex] [e] ‘cursor'

% 1f words have variant English or Hebrew pronunciation, only one is given here.
* It is more likely that this pronunciation is orthography related or derived from the less common
English pronunciation ['tem.plert]
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inputs:

English English (L2) Hebrew (L1) Hebrew
vowel vowel
[3] [flaxt] [flirt] [i] ‘Flirt
[3] ['net.w3ik] ['net.work] [0] 'network'
[3] ['d331.n]] ['d3us.nal] [u] journal’
e. [e] [feek] [fak] [a] ‘Shack (Shaquille)'
(2] [keef] [kef] [e] ‘cache’
[@]  [ke.'fin] [ko.fa.'in] [0] ‘caffeine’
f. [a] [baiz] [baxz] [a] ‘bars'
g. [p]  ['bo.di'bil.dos] ['ba.di 'bil.der] [a] ‘body builder
[0] ['bo.di] ['bo.di] [0] 'body (of car)'
h. [A] [KIAT]] [klat]] [a] ‘clutch’
[A] [f1ant] [fisont] [0] ‘front’
[A] ['m1.ni.bas] ['mi.ni.bus] [u] 'minibus'
i. [v] ['wa.fm.tn] ['wa.fing.ton] [a] 'Washington'
[5] [lon] [long] [o] long’
j- [v] ['m.put] ['in.put] [u] 'input’
K. [u] [bum] [bum] [u] '‘boom’
l. [9] ['e.van] ['e.van] [a] ‘Evan'
[0] ['ek.fon] ['ek.fen] [e] ‘action’
[o] ['ke.von] ['ke.vin] [i] 'Kevin'
[5] ['for.waid] ['for.word] [0] ‘forward'
[5] ['keen.go.1u] ['ken.gu.su] [u] 'kangaroo'

The following diagram (33) represents the adaptation patterns of English
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(33)  English monophthong adaptation patterns

English  [i] [1] [€] [3] []
Hebrew /i/ e/ /a/ /o o/
English  [a] [o] [A] [o] [v][u]

Except for [u]/[u], which are consistently adapted as Hebrew /u/, and [a],
which is consistently adapted as [a], all English vowels have variable adaptation
patterns. | address this apparent inconsistency in §7.4.1. Note, [2] can be adapted into
any one of the five vowel categories in Hebrew.

In addition to the 12 monophthongs, there were 6 different diphthongs in the corpus.

Examples of these and their Hebrew adaptations appear in the following table (34):

(34) English diphthongs in the corpus
English  English (L2) Hebrew (L1) Hebrew

vowel vowel
a. [ai] ['tar.o1] ['ta.jer] [a] 'tire'®

[a1] ['dar.a.1og] [di.a.'log] [i] 'dialogue’

[a1] ['ar.d]] ['ai.del] [ai] '(American) Idol'
b. [au] [havus] [haus] [au] ‘house'
c. [ern] ['ker.os] ['ka.os] [a] ‘chaos'

[e1] [brerks] ['brek.sim]  [e] ‘brakes’

[e1] [bers diam]  [beis dsam] [ei] 'base drum'’

% While the English vowel is ordinarily analysed as a diphthong or triphthong, Hebrew has two
separate syllables here.
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English  English (L2) Hebrew (L1) Hebrew

vowel _ _ vowel
d. [o1] [d30mt] [d30int] [0i] ‘joint’
e. [ou] [lou poust]  [lou post] [ou] low post'
[o]
[ou] ['tou.nai] ['tu.nex] [u] '‘toner (ink)'
[ou] ['bow.lm] [bawling]  [au] 'bowling'
f. [19] [gra] [gix] [i] ‘gear’
[19] ['strd.101d] [ste.x0.'id] [e] 'steroid’

The following diagram (35) represents the adaptation patterns of English

inputs:

(35) English diphthong adaptation patterns

Hebrew /i/ /el /a/ /o/ h/
A

English /ar/ /av/ et/ /o1/ /ou/ 15/
v

Hebrew [ai] [au] [ei] [oi] [ou]

Except for [au] and [o1], English diphthongs have variable adaptations.
Diphthongs are often simplified. The only diphthongs in native Hebrew words are [ai]
and, arguably, [au] (see 83.2 for more on vowels in Hebrew). However, others have

been incorporated due to borrowing in recent years.

84



English has sonorant-sonorant clusters and syllabic consonants which are
impermissible in Hebrew (83.3.1). Both of these trigger epenthesis in Hebrew.
Examples of these clusters and syllabic consonants along with the Hebrew epenthesis

appear in the following table (36):

(36) Sonorant-sonorant clusters and syllabic consonants in the corpus

English  English Hebrew Hebrew
input (L2) (L1 vowel
a. none [31_t grei] ['e.xel ggei] [e] 'Earl Grey'
none [fit m] ['fi.lim] [i] film'
b. C ['d331nl] ['dzuk.nal] [a] 'journal’
C ['ar.dl] ['ai.del] [e] '(American) Idol'
C ['d301.dn] ['dzok.don]  [o] '(Michael) Jordan'

Syllabic consonants and illicit clusters always trigger epenthesis. The quality

of the epenthetic vowel varies. | address this in §7.1.

6.1.2. Corpus organisation

The words in the corpus are organised according to their English segmental content,
the Hebrew adaptations, and the types of changes in the adaptation process.
Examples of the various possible segmental contents appear in the previous
subsection. In this subsection, I present some examples of the other organizational

criteria applied.
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6.1.2.1. Stress

In the corpus, Hebrew and English stress patterns almost always match one another. |

discuss stress adaptation extensively in 87.2.2. In only 1.8% (25/1383) of the cases

does stress shift occur. Almost all of the mismatches are the result of one of two
factors:

(a) Variable stress patterns in English. In such cases, Hebrew matches one of the
English patterns, but not the other, as in the English ['keen.go.1u / keen.go. a1u]
'kangaroo' adapted as Hebrew ['ken.gu.xul].

(b) The influence of other languages (henceforth: L3). The Hebrew segmental content
may follow English, but the stress pattern may follow L3, as in the English
['dis.tons] ‘distance’ adapted as Hebrew [dis.'tans], possibly influenced by L3-
French (['dis.tans] is also attested in Hebrew).*

There are some cases, however, for which | have not been able to determine
the source of the stress shift. It is possible an L3 has influenced the adaptation, but
since the words were clearly borrowed from English, | have not been able to
determine this with certainty. Another possibility is that the words were borrowed
without phonetic input (i.e. via orthography). In this case, the borrower may simply be
"guessing™ where the stress might be and/or applying some default stress rule (83.3.2
and Fainleib 2008). Either way, the source of the stress shift for the words in the

following table (37) is open to speculation:

% Hebrew military terminology is largely borrowed from English for historical reasons. The word
'distance’ as used in Hebrew is originally a military word describing a commander-soldier relationship.
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(37): Inexplicable stress shifts in the corpus

English (L2) Hebrew (L1)

a. ['‘pzem.flit] [pam.'plet] ‘pamphlet’

b. [tr.'fel.goi] [tya.fal.'gas) Trafalgar®’

c. ['maifmelov] [maxf. 'me.low]/['masf.me.low] ‘marshmallow®
d.  [go.'fiti] ['gwa.fi.ti] ‘graffiti>

e. ['ke.no.bis] [ka.'na.bis] ‘cannabis'®’

f.  ['foamet] [for.'mat]/['for.mat] ‘format’

g. ['ai.baun.doi] [ki.'baun.dek] 'rebounder'**

i.  [mas'ke.1o] ['mas.ka.xa] 'mascara'*?

6.1.2.2. Phonemic variability in L2 source

In some cases, there was variability in the English input over and above the dialectal
differences which exist in vowel quality, i.e. different possible phoneme categories
and different possible stress positioning. This was taken into account when checking
the adaptation patterns, and both English variants were considered. The following

table (38) presents some examples of such variability as they appear in the corpus:

%" The Spanish word Trafalgar' has final stress. However, Hebrew uses this word in connection with
‘Trafalgar Square' (London), so it is unclear if or why there is Spanish influence here.

% The second source vowel varies (['maaf.mz.lou] is attested too), but this is irrelevant with respect to
stress. One English speaker consulted pronounced the word [mauif.'mee.lou], but this is not the standard
English pronunciation in any dialect | am aware of.

% The Italian source of the English word also has penultimate stress. Therefore, the Hebrew stress
pattern cannot be derived from the Italian.

*0 The Greek source of the English word also has initial stress, therefore, the Hebrew stress pattern
cannot be derived from the Greek or the English.

*! Note, there is no stress shift in the adaptation of English ['xi.baund] — Hebrew ['si.baund].

%2 Like 'Trafalgar', possible Spanish influence here. Etymologically, the English word comes from
Spanish, however, the Hebrew term is borrowed from English, not Spanish.
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(38)  Phonemic variability in English source words in the corpus

English (L2) Hebrew (L1)

a. different  [deens/ dans] [dans] 'dance’
vowels

b. different  [maes.'ke.10 / mes.'ka.10]  ['mas.ka.xa] 'mascara’
vowels

c. different  ['tem.plat / 'tem.plert] ['tem.pleit] ‘template’
vowels

d. different ['ke.fin / ka.'fin] [ka.fe.'in / ko.fa.'in]  'caffeine’
stress

e. different ['di.fott / di.'fot] ['di.folf] ‘default
stress

The English variation of [&/a], as in (38a-b), is usually, though not

exclusively, a US vs. UK dialectal difference. At least in the cases in the above table,

the distinction is not dialect-dependent. The variation in (38c) is also not dialect-

dependent, and neither are the variable stress positions in (38d-e).

6.1.2.3. Phonemic variability in L1 adaptation

There are also cases in which a single English source exists, but in which there are

variable adaptations into Hebrew, as shown in the following table (39):

(39) Phonemic variability in Hebrew outputs in the corpus

English (L2)

a. ['bae.lans]
b. ['bat.maen]

C. [12ep]
d.  [ke.'fin]

Hebrew (L1)

['ba.lans / 'be.lens] 'balance’
['bat.men / 'bet.men] '‘Batman’
[sap / vep] 'rap’
[ka.fe'in / ko.fa.'in] ‘caffeine’
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English (L2) Hebrew (L1)

e. ['ev.on] ['‘e.van / 'e.ven] 'Evan'
f. ['ke.van] ['ke.vin / 'ke.ven] 'Kevin'
g. ['r.mad3] ['i.mid3 / 'i.med3] 'image’
h.  ['d3o1dn] ['dz0k.den / 'd30k.don] '(Michael) Jordan'

I. ['sLna.mo 'sr.ti] ['si.ni.ma/'si.ne.ma 'siti] 'Cinema City"*

j. ['s1.19.bas] ['si.la.bus / 'si.li.bus] 'syllabus'
k.  ['spon.sai] ['spon.ses / 'spon.sox] 'sponsor’
l. ['i.merl] ['i.mel / 'i.meil] 'e-mail’
m.  [s1.'mes.to1] [se.'mes.ter / si.'mes.tes]  ‘semester'
n. [ld] [lil / Tul] 'Lil(lian)"
0. ['.nnd3] ['o.vend3 / 'o.sand3] 'Orange’

The main cases in which there was variable pronunciation are English [&], as
in (39a-d), English [9], as in (39e-k), and English [1], as in (39m-0). Certain
diphthongs are also adapted variably, as in (391).

The sources of such variation, as well as the reasons certain vowels hardly
ever vary (e.g. English [u] and [u] are almost always adapted as Hebrew [u]) are
discussed in 87.1. All cases in which there was variable pronunciation, both in the

inputs and the outputs, are taken into consideration in the corpus.

6.1.3. Criteria in the selection of loanwords for the corpus
The words in the corpus comply with three important criteria: they are used by L1
speakers in L1 conversation (82.1.5), they are not institutionalised loanwords (§2.1.4),

and they were borrowed from English.**

8 ['sr.na.ma] (US) and ['s.na.ma] (UK) are attested, but this vowel is irrelevant here.

* | acknowledge the possibility that although some words may have been borrowed from English, they
may nevertheless have been affected by L3.
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First of all, the requirement that the words be used by L1 speakers in L1
conversation is essential, in order to avoid L2 words used in bilingual conversation, as
these may reflect L2 grammar.

Secondly, institutionalised loanwords have been around for a while. The
problem with them is that the circumstances of the borrowing process are often
obscure. It is unclear who the adapting speakers were, whether they were native
speakers of L1 and which language the adaptation was from. Furthermore, grammars
may evolve over time, and when studying the current grammar of native speakers,
only current adaptations should be examined.

Finally, for the sake of uniformity, only loanwords from English were
examined. The similarity model I propose in 85 and 87 works just as well with other
vowels from other languages. Cases in which the source language is unclear were

avoided inasmuch as possible.

6.1.4. Sources of data
The corpus data was collected from three different sources: Elicitation from native
speakers (86.1.4.1); spontaneous productions (86.1.4.2); and previous publications on

loanwords (86.1.4.3).

6.1.4.1. Elicited data

The backbone of the corpus is ~250 words elicited from three consultants, all native
speakers of Hebrew with an excellent knowledge of English. The consultants were
recorded while talking about their respective fields (cinematography, computers,
sports) and clarifying the meaning of as much field-specific terminology as they
could. They were not instructed specifically to refer to non-native Hebrew words and
the whole conversation was in Hebrew, to avoid bilingual conversation. All

transcriptions are my own.
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The three fields were chosen as all three borrow heavily from American
English. Both British and American English have contributed loanwords to Hebrew.
However, for various sociological and political reasons, British English was the
primary influence up until 1948, and American English supplanted British English
around 1948 and has been the primary influence since then (Rosenhouse and
Fisherman 2008). Therefore, older loanwords are often borrowed from British
English, whereas current borrowing is primarily from American English.

B, an expert on cinematography, used 121 terms borrowed from American
English. Many of the terms are phrases rather than single words. Some of these terms

appear in the following table (40):

(40)  Cinematographic terms in the corpus

English (L2) Hebrew (L1)
a. ['ek.fon] ['ek.fen] ‘action!'
b.  [bak lart] [bek lait] ‘back light'
c. ['bz.noai] ['ba.nex] 'banner’
d.  [blak] [blek] ‘black’
e. ['axt dar'iek.tog] ['ast dai.'sek.tos] ‘art director’
f. [baiz] [bakz] ‘bars’
g. [bum] [bum] ‘boom’
h.  [kas.tm] ['kas.ting] 'casting’
i. ['klou.sAp] ['klo.zap] ‘close up'
J. [kon.'tioul] [kon.'tsol] ‘control’

k.  [kou.pm.'dak.fon] [ko.pwo.'dak.fen]  ‘coproduction’
l. [kat to kat] [kat tu kat] ‘cut to cut'

m. ['do.li trek] ['do.li tyek] 'dolly track'
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English (L2) Hebrew (L1)
n. [ferd] [feid] ‘fade’
0. ['Iog 'fot] ['lonk.fot] 'long shot'

Note the variable adaptation of [a] in (40a-d), the diphthong simplification in

(40i-j) and the various enhancements of schwa in (40a), (40j) and (40l). I address

these issues in 8§7.

N, a computer programmer, supplied 88 terms. Many of the terms are

commonly used by all native speakers, not necessarily those dealing with computers

on a regular basis. Most terms do not have native Hebrew equivalents. Some of these

terms appear in the following table (41):

(41) Computer terms in the corpus

English (L2)

Hebrew (L1)

a. ['bu.li.on]
b.  [bar zef.1ons]

c. [bar'val.ju]

d. [kef]

e. [a.pht]

f. [kles]

g ['di.foht]

h.  [dv'lit]

i [disk]

i [imel]

k. [1'skerp]
. [flout]

['bu.li.an]

[bai 'se.fe.sens]
[bai 'vel ju]
[kef]

['ep.let]

[klas]

['di.folt]

[di.'lit]

[disk]

['i.mel / 'i.meil]
[e.'skeip]
[flout]
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English (L2) Hebrew (L1)

m. ['win.douz] ['win.doz] 'Windows'
n.  ['m.trdzei] [in.te.dzex] 'integer'

0. [O1ed] [tged] ‘thread'

p.  ['net.wsik] ['net.work] 'network'

Once again, there is variable adaptation of [a] in (41d-f). Compare the

adaptation of [ou] in (41l) and (41m), the former being adapted to [ou], the latter

being simplified to [o0]. This can also be compared to the previous table's words (40i-

J), where the diphthong is simplified. Note also the variable adaptation of [1]; in

(41e,k), it is adapted as [e], in (41h-i) it is adapted as [i], while in (41n), each [1] is

adapted differently. | address these issues in 87.

O, a basketball enthusiast, supplied 55 terms, mostly basketball related.

Almost all the terms have native Hebrew equivalents, which few people use. Some of

these terms appear in the following table (42):

(42): Basketball terms in the corpus

English (L2) Hebrew (L1)
a. [o.'sist] [a.'sist] ‘assist’
b.  [blok fot] [blak fat / blok fot / blak fot] 'block shot'
C. [boks and wan]  [boks / baks end wan] 'box and one'
d. ['sen.tor] ['sen.tex] ‘centre’

e. ['da.bal 'fi.gorz] ['da.bel 'fi.gerz]

f. [slem dapk] [slem dank]
g. [faest bieik] [fast breik]
h.  ['for.waid] ['fos.word]
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English (L2) Hebrew (L1)

i. ['se.kond gaxd]  ['se.kend gaxd] 'second guard'
J. [lou poust] [lou post] ‘low post’
k. [pik oand 1out] [pik end ¥ol] ‘pick and roll’
l. ['xi.baund] ['si.baund] 'rebound’
m. ['1i.baun.da1] [¥i.'baun.dex] 'rebound"

Once again, diphthong adaptation shows erratic behaviour in (42j-k); [a]
surfaces as [e] (42f) and [a] (429), schwa behaves somewhat unpredictably (42h) and
some words show variable adaptation patterns (42b-c). I discuss these issues in 87. In
(42m), as opposed to (421), there is a rare case of stress shift in adaptation. In general,
stress does not shift in adaptation in Hebrew (83.3.2 and §6.1.2.1). Only 1.8%
(25/1383) words in the corpus display such behaviour (86.1.2.1). Most cases are due
to the influence of other languages, such as French, but that is clearly not the case
here. While | currently have no satisfactory explanation for the stress shift in (42m), it
is possible that the stress shifts to the diphthong [au] rather than remaining on the
monophthong [i]. The stress shift does not occur in (42l), possibly to avoid stressing a

word-final syllable.*

6.1.4.2. Spontaneous productions

Much of the corpus was collected from spontaneous productions in conversations and
data taken from television and radio broadcasts. I transcribed all of these words
without recordings and later verified the pronunciation with native speakers. Some of

the words taken from electronic media appear in the following table (43):

** As diphthongs in Hebrew are rare (§3.2), there are no studies regarding the stressing of diphthongs
vs. monophthongs.
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(43) Words taken from electronic media broadcasts

English (L2) Hebrew (L1) Source
a. [r'vent] [i.'vent] ‘event’ radio
b.  ['ma.nju.sl] ['men.ju.el] 'manual’ Chan. 2
c. ['mel.kom] ['mal.ko.lem] 'Malcolm'’ Chan. 3
d. ['o.1nd3] ['0.1and3] 'Orange' radio
e. [por'formoi] [pei.'fox.mex]® ‘performer radio
f.  ['hend.wsik] [‘'hend.werk] 'handwork’ radio
g. ['kerto.np] ['ke.te.wing] ‘catering’ Chan. 2
h.  ['d3or.dn] ['dz05.don] '(Michael) Jordan'  Chan. 10
i. ['tree.val] ['tya.vel] 'travel' Chan. 3
J. ['li.gal] ['li.gal] '(Boston) Legal’ Chan. 3
k. [tfend.lo1] [tfan.dlex] 'Chandler’ Chan. 2
l. ['ar.d]] ['ai.del] '(American) Idol'  Chan. 1
m. ['fe.muli] ['fe.me.li] '(AIG) Family' radio ad

Many of the above words have variable pronunciations. The particular
pronunciations above are not necessarily the norm. Often, TV and radio broadcasts

tend to adhere to orthography, something I discuss in 87.1.4.

6.1.4.3. Previous publications
Some words were collected from previous publications on loanwords, primarily
Schwarzwald (1998) and Rosenthal (2003). The transcriptions | adopt follow the

Hebrew orthographic representations in the various publications. In all cases, the

*® The metathesis here is not a typographical error. One possible explanation for the metathesis is the
meta-linguistic reference to the English prefix <pre->, confusing it with <per->.
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vowel diacritics were used. The only thing not indicated in the orthography is the
stress, but | have no reason to believe it to be anything other than what the English
input provides (86.1.2.1 and 87.2.2).

The "problem" with words from previous publications is that they are
primarily institutionalised loanwords, though in some cases, their variable

pronunciation sheds some light on speakers' grammar.

6.1.5. Quantitative data

As the focus of this study is similarity and my model of similarity refers mainly to the
adaptation of vowels, this section presents quantitative analyses of the corpus with
respect to vowel adaptation. Other issues, such as consonant adaptation, stress shift
and morphological influences are not discussed here.

The following analyses examine the source vowels of 690 Hebrew vowels in
the corpus. The following categories of words in the corpus were not included in this
analysis: (a) institutionalised loanwords (82.1.4); (b) words with morphological
interferences (87.3.2); (c) words whose L2 was unclear or mixed. These categories of
words are studied, but | have excluded them from the statistical analyses.

English vowels are adapted into Hebrew via several different routes. | do not
discuss these in this chapter, but rather, | address them in 87. The following tables
(44), (45) and (46) present the raw data showing the correlation between the English

inputs and the Hebrew adapted forms:
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(44)  Adaptation of English monophthongs into Hebrew (absolute values)

il [0 [e] [s] [e] [o] [a] [o] [a]

/il 48 67 1 1 6

/e/ 1 20 41 8 43 83 1

/a/ 2 43 25 23 6 27
/o/ 3 1 20 3 2
ha/ 1 1 6 4

Total | 49 90 42 13 87 140 24 39 33

(45) Adaptation of English diphthongs into Hebrew (absolute values)

[a1] [au] [er] [o1] [ou] [19]
/i/ 5 1

le/ 8 1

/a/ 1 1 4

/o/ 16
h/ 2
/ai/ 20 1

/au/ 8 1
/ei/ 20

/oi/ 4

/ou/ 6

Total | 26 9 33 4 25 2
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(46)  Hebrew vowels with no vowel correspondent in English (epenthesis)

B
fil | 2
le/ |5 4
/a/ | 1 2
o/ | 1 3
ha/

English source vowels, almost without exception, are never adapted one-to-
one. Of course, vowels may have tendencies in adaptation (e.g. [i] is almost always
adapted as /i/, [ou] is usually adapted as [ou], the most common epenthetic vowel is
/el etc.), but these are no more than tendencies.

Why vowels have variable adaptation is answered mainly in 87. For now,
suffice it say that there are various sources for each vowel (acoustics, orthography
etc.).

In order to isolate the perceptual aspect of loanword adaptation, one cannot
rely on a corpus, natural data which are "contaminated" by various non-perceptual
sources. Experiments are necessary to facilitate focusing on this aspect of adaptation.

Two such experiments | conducted are reported on in the following §6.2.

6.2. Experiments

Corpora do reflect loanword grammar to a certain extent, but since we never know the
exact source of the word (i.e. which dialect, which pronunciation, presence of
orthography, identity of borrower etc.), we do not know the exact grammatical
processes involved in the adaptation. In order to identify these processes more

accurately, we have to isolate them. The isolation and investigation of these processes
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is the sole purpose of the experiments I conducted, and they were designed
specifically to answer the questions at hand.

Two kinds of experiment dealing with auditory inputs are categorisation
experiments and discrimination experiments. Experimental tasks requiring
categorisation differ from experimental tasks requiring discrimination. While
discrimination has been shown to be based on sensory-auditory strategies (i.e. what
the auditory mechanism detects, what one hears), categorisation is based on abstract
phonological representations (i.e. how the linguistic module maps the auditory signals
into phonological structures, what one thinks one hears). Gerrits and Schouten (2004)
present experimental data showing how speakers operating in discrimination mode
rely on auditory cues and differ in performance (good vs. poor listeners), whereas
speakers operating in categorisation mode perform similarly, just as they would be
expected to do in everyday speech situations. The fact that speakers categorise vowels

similarly does not suggest they perceive the vowels similarly.

6.2.1. Discrimination experiment
Discrimination experiments focus on the sensory-auditory capabilities of the subjects.
In such experiments, all the subject has to do is decide whether tokens differ from one

another or not.

6.2.1.1. Description
| conducted a discrimination experiment testing the judgements of 57 native Hebrew
speakers on natural English sounds. A native British speaker (non-rhotic dialect)
produced 54 pairs of CVC and CVCi tokens displaying the following nine English
contrasts: [i 1], [u u], [e €], [p 1], [ €], [D 9], [€ 1], [€ 3], [0 A]. None of the contrasts
exist in Hebrew (83.2). The complete list of pairs used appears in Appendix II.

Each contrast was represented in three different word pairs, four with different

vowels (in two different orders) and two with identical vowels (control). The two
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words in each pair were pronounced in random order. The task was to state whether

the words were the same or different.

6.2.1.2. Results

The subjects' results appear in the following table (47):

(47) Same-Different experiment — contrast distinctions

Vowels Example Contrast Error

a [ii] [tik] ‘teak’ vs.  [tik] ‘tick’ ATR/Length ~ 0.4%
(1/232)

b.[uu] [kud] ‘cooed’ vs. [kud] ‘could” ATR/Length  14.2%
(33/232)

C.lee veli] ‘very’ VS. veui] ‘vary’ Length 37.9%
[ee]  [vex] ‘very [veui] ‘vary g (88/232)
d.[op:] [dok] ‘dock’  vs. [dpk]‘dark’  Length 23.1%
(55/232)

efxe ak] ‘pack’  vs. ek] ‘peck’  Height 7.8%
[ee] [pzk]‘p [pek] ‘p g (i81232)

f.[po toit] ‘tart’ VS. toit] ‘taught’ Height 0.9%
ol e L] tave J (2/232)
et net] ‘net’ Vs, nit] ‘nit’ Height 35.8%
9.fea - ned (o] J (83/232)

h. [e 3] [ten] ‘ten’ vs.  [tsn] ‘turn’ Back/Round 2.6%
(6/232)

i.[pa]  [Iok] ‘lock’ vs.  [Iak] ‘luck’  Height/Round  7-3%
(17/232)

It is immediately apparent that speakers are capable of detecting non-native
phonemic contrasts to some extent. However, different contrasts are not detected
equally well (or poorly).

A logistic regression analysis done on the various contrasts (ATR, length,
height) shows that certain English vowel distinctions are perceived better than others,
something not reflected by binary feature distinctions. This is evident in (47a) vs.
(47b), where the same featural distinction, ATR/length is better perceived with [i 1]

than with [u u], and the difference is statistically significant (p<0.0001). The same
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holds for length distinctions in (47c) vs. (47d) with [ €:] vs. [p p:] (p<0.0001), and

for height distinctions in (47e) vs. (479g) with [ €] vs. [e 1] (p<0.0001). In addition,
the degree of roundness may play a role too. In (47f), [0] is more rounded than [p],

and speakers may attend to this distinction, something which cannot be captured

within a binary feature distinction.

6.2.1.3. Discussion

It could be suggested that Hebrew speakers do not perceive phonetic L2 differences
which are not phonemic in Hebrew. Therefore, the categorisation of foreign segments
is due to poor perception. However, as the experiment clearly shows, non-native
phonemic distinctions are detected in same-different experiments.

So why do speakers not produce borrowed forms exactly as they perceive
them? Because there are articulatory constraints which prevent the production of
foreign segments. Instead, the foreign segments have to be categorised into existing
L1 phonemic categories using some sort of approximation mechanism. How is this
done? By finding the category most similar to the incoming signal. This similarity is
determined on the basis of the model | propose in 85. The categorisation experiment

in 86.2.2 examines the question: which category is each English vowel adapted as?

6.2.2. Categorisation experiment
The categorisation experiment is designed to show how Hebrew speakers categorise

various incoming signals.

6.2.2.1. Description

| conducted a categorisation experiment with 28 native Hebrew speakers. The
participants heard 225 randomly ordered synthetic vowels generated using a PRAAT
(Boersma and Weenink 2009) script used previously in Escudero et al. (2007). The

tokens used in the experiment were: (a) 11 tokens (played 10 times each) resembling
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Standard Southern British English vowels (SSBE — values from Deterding 1997); (b)
9 tokens (played 10 times each) resembling American English vowels (AE — values
from Hillenbrand et al. 1995); (c) 5 tokens resembling Hebrew vowels (values from
Most et al. 2000). Each token was categorised 280 times (10 times by each
participant). All tokens were 128ms long. The tokens were randomly ordered in each
experiment. The formant values for the synthetic tokens are presented in the following

table (48):

(48) Formant values (F1, F2 in Hertz) for vowel tokens

Vowel Hebrew AE SSBE

F1 F2 F1 F2 F1 F2

[i] 342 2068 343 2322 280 2249
[1] 427 2034 367 1757
[e] 455 1662

€] 580 1799 494 1650
[] 588 1952 690 1550
[a] 626 1182

[a] 768 1333 646 1155
[A] 623 1200 644 1259
[0] 652 997 558 1047
[0] 478 944

[u] 469 1122 379 1173
[u] 359 979 378 997 316 1191
[p] 415 828
[3] 478 1436
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Before the experiment, each participant performed a trial in order to determine
whether they had understood the task of forced categorisation, whether they could
operate the selection mechanism correctly and whether their categorisation of Hebrew
vowels was normal. In the trial (and in the subsequent experiment too), the
participants had a screen on which Hebrew graphemes representing the 5 Hebrew
vowels appeared. They heard a synthetic token of the Hebrew vowels in earphones
and clicked on the vowel they had heard. If participants made an error in
categorisation, they had to perform the trial a second time. The results of participants
making who did not classify the Hebrew vowels correctly in the second trial were
excluded from the experiment.

After completing the trial, the experiment was conducted. The participants
were instructed to select one of five possible Hebrew vowel categories for each token
heard, and if the token heard did not match a Hebrew category in the participant's

opinion, they were told to categorise it to "the closest™ possible Hebrew vowel.

6.2.2.2. Results
After removing the problematic subjects’ results, the remaining results appear in the

following table (49):

(49) Confusion matrices for categorisation of SSBE and AE vowels by Hebrew
speakers. Cell values are categorisation percentages of English vowels
(absolute values appear in brackets).

Hebrew Categories

IToken [a] €] [i] [0] [u]
SSBE  [a] 818(229) 29(8) 15.4 (43)

AE [A] 646(181) 4.3(12) 30485  07(2
SSBE  [=] 782(219) 18.6(52) 3.2(9)

AE [€] 04() 99.3(278) 0.4 (1)
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Hebrew Categories

IToken [a] e] [] [0] [u]
SSBE  [a] 689(193) 29(8) 26.8(75) 1.4 (4)
AE [a] 996 (279) 0.4 (1)

SSBE [e] 07() 92.1 (258) 5.4 (15) 1.8 (5)
AE [e] 18(5 98.2 (275)

SSBE i 0.7 (2) 99.3 (278)

AE [i] 8.2 (23) 91.8 (257)

SSBE  [1] 46.4 (130) 9.6 (27) 2.5 (7) 41.4 (116)
AE 1 04(Q) 92.9 (260) 3.2 (9) 3.6 (10)

SSBE  [0] 57(16) 0.4 (1) 92.5(259) 1.4 (4)
AE [0] 47.9(134) 04(1) 51.4 (144) 0.4 (1)
SSBE  [u] 0.7 (2) 0.7 (2) 98.6 (276)
AE [u] 14.6 (41)  85.4 (239)
SSBE [u] 07() 0.7 (2) 10.7 (30)  87.9 (246)
AE [u] 04(Q) 25(7) 84.3(236) 129 (36)
SSBE  [3] 43(12) 44.3 (124) 30.4(85)  21.1(59)
SSBE  [p] 73.6 (206)  26.4 (74)
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(51)

Graphic representation of confusion matrices for SSBE, values from table
(49).
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Graphic representation of confusion matrices for AE, values from table (49).
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Two things are immediately apparent in the results in table (49): (a)

categorisation is never 1-to-1. In no single instance is any vowel token categorised

uniformly throughout; (b) despite the fact that categorisation is never 1-to-1, the F1

and F2 values of the vowels are nevertheless good predictors of the type of

categorisation expected (83.2.2). Note, most vowels are categorised as the Hebrew

vowel with the "closest” values (e.g. SSBE[* ], AE[&]). In cases in which English

vowels match one Hebrew vowel's F1 but another Hebrew vowel's F2 (e.g. AE[2]), or

in which English vowels are situated somewhere between two (or more) different
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Hebrew vowels (e.g. SSBE[p]), categorisation is split between these two (or more)

categories. This closeness is measured according to the model in 85.4.

6.2.2.3. Discussion
Since AE and SSBE vowels are different, different perception results for the two are
expected, and this is well reflected in the above table (49). | expect vowels to be
categorised to the "closest” Hebrew vowel category, and | propose that closeness is
measured according the model of similarity | present in 85.

In the following 87, | compare the predictions of my model of acoustic

similarity in 85 to the experimental and corporal data in §6.
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Chapter 7. The role of similarity in adaptation

Adaptation is primarily similarity-based (82.2). In order to ensure mutual
understanding among speakers, the newly coined loanword has to be as similar as
possible to its source in L2. Similarity evaluations on both the segmental and the
prosodic levels are not only influenced by perceptual effects. Orthographic
information and various phonological constraints active in L1 affect the output (Smith
2005, Kang 2003).

Loanword adaptation cannot be explained solely on the basis L2-input—L1-
output relationships based on segmental similarity defined in phonological and
phonetic terms. Rather, segments in the output are a result of the interaction among a
complex range of sources, something I refer to as Multi-sourcing. In 87.1, I discuss
segmental similarity and the various influences on vowel selection in adaptation. The
prosody of the output, i.e. the syllable structure and the stress patterns, also similarity
based, is determined by the interaction among several sources. In 87.2, | discuss
prosodic similarity. This is followed by additional phenomena in §87.3, and I conclude
this section discussing the integration of the various components of loanword

adaptation in 87.4.

7.1. Multi-sourcing: Segmental similarity

When forming the lexical representation of a loanword in L1 based on an L2 input,
the distinct phonemes in L1 are not derived from a single source. There are two
discrete input sources determining the quality of the L1 phonemes: (a) acoustic
similarity evaluations (87.1.1) and (b) orthographic similarity evaluations (§7.1.4).
The quality of the vowel may also be affected by other sources, such as vowel
harmony and UG (87.1.2) and something | refer to as schwa enhancement (87.1.3). In
some cases, the source of the L1 vowel may have no correspondent whatsoever in L2,
but rather it may be the product of various prosodic constraints (§87.2), which may

serve as the source for certain vowels in the L1 lexical representation.
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Note, in many cases, the various sources may converge. For example, the
acoustic and orthographic inputs may predict the same L1 output. Only cases in which
there is no convergence or in which one of the sources in unavailable to the adapting

speaker allow us to determine unequivocally the identity of the source.

7.1.1. Perception-based adaptation: Acoustic similarity
An L1 speaker exposed to L2 auditory input classifies incoming segments according
to the categories s/he is most used to, i.e. the phonemic categories in L1 (see §5.4.1).
This classification is essentially based on approximation. The category chosen is the
L1 category "most similar” to the input, closest to the input in perceptual terms. The
formal perceptual phonological model | propose in 85.4 determines the phonological
proximity between two categories on the basis of the auditory input. Subsequently, the
model measures the proximity of the incoming signal to L1 categories and categorises
the input accordingly, resulting in an L1 phonemic representation of the L2 input.
The different English vowels are categorised into the five Hebrew vowel
categories (83.2), something which predicts the Hebrew output in the vast majority of
cases. The following table (52) presents vowels in AE found in the corpus (86.1), the
predicted adaptation patterns according to the model in 85.4, the results in the
categorisation experiment (86.2.2) and the actual patterning of the adaptation in the
corpus (86.1). The vowels in the table are those in AE, as this is currently considered
the primary source of Hebrew loanwords from English (86.1.4.1). Since AE and
SSBE vowels are different acoustically, their adaptations are predicted to differ too

(85.4.5.1).
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(52) Similarity based adaptation — model's predictions vs. experimental and
corporal data (values under 5% have been removed, fractions of a percent
have been reryoved). Leading candidates appear in bold, shading show

convergence*
Model  Categorisation  Corpus
Eng. Heb. predictions  experiment adaptation Examples from corpus
Jil 95% 92% 98% | [hip]—/hip/ 'heap'
[1]
lel 5% [spid]—/spid/ 'speed'
lil 73% 74% | [disk]—/disk/ 'disk’
[1]
el 27% 93% 22% | [in]—/m/in’
il 10% [net]—/net/ 'net’
[e]
lel 88% 98% 98% | [web]—/web/ 'web'
/il 17% n
[tfet]—/tfet/ 'chat’
[e] /e 83% 99% 49%
[paes]—/pas/ 'pass'
lal 49%
[a] /a/ 93% 100% 96% | [gaad]—/gard/ 'guard’
[pam]—/palm/ ‘palm™*®
fal 96% 65% 82%
[kat]—/kat/ ‘cut’
[A] fof 30%
[plag]—/plag/ 'plug’
lu/ 12%
la/ 67% 48% [tok]—/tok/ 'talk’
[o]
lo/ 32% 51% 97% | ['stoxi]—/'stoxi/ 'story'
fal 26% ['mput]—/'input/ ‘input’
[U] /0/ 46% 84% [I&mboﬂ_)/lembuj‘/
Jul 29% 13% 10006 | ambush’
lo/ 22% 15% [fjuz]—/fjuz/ ‘fuse’
[u]
lu/ 78% 85% 100% |[zum]—/zum/ 'zoom'

*" Complete details without comparative tables appear in §6.
*8 This is the only word in the Hebrew corpus with a sonorant-sonorant cluster in coda position.
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The data in the above table show clearly how the model's predictions, the
corporal data and the experimental data converge in almost all the cases. The slight
differences in percentages can be attributed to a few inherent methodological
"problems" with each source.

One such "problem™ is that the model's predictions are based on a theoretical
algorithm and 100,000 iterations, but the model nonetheless only checked two of the
vowel's physical characteristics (i.e. F1 and F2). In real life similarity judgements and
adaptation, speaker decisions rely on additional acoustic attributes, such as F3 and
length.

Secondly, the corporal data are not based solely on perception, unlike the
model and the categorisation experiment. Other sources, such as convention and
orthography, influence speaker choices too. For example, novel Hebrew nouns are
always pluralised according to their grammatical gender, even though the language
shows a tendency to pluralise masculine nouns with stressed /o/ with the feminine
plural morpheme /-ot/ (Becker 2009). This tendency can be found by examining the
overall pattern of noun pluralisation in Hebrew and is supported by experimental data.
One should ask why such a tendency never surfaces with novel words, and the answer
is probably connected to convention.

Finally, the categorisation experiment was conducted on a relatively small set
of speakers. Each token was tested 280 times (10 per speaker), not even close to the
100,000 iterations carried out in the model.

Despite all the reservations, five of the nine vowels ([i], [], [a], [A], [u])
converge for all three sources. The other four converge for two sources.

The vowel [&] (discussed extensively in §5) converges for the model's
predictions and the categorisation experiment, predicting /e/ for the vast majority of
the cases. The corpus, however, differs from the other two sources, offering /e/ and /a/

as equally good candidates. There are two possible explanations for this apparent
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discrepancy. First of all, recall from 85.4.3 that SSBE[e] is predicted to be adapted as
/al. This is one of the few cases where SSBE and AE vowels are predicted to behave
differently. The full extent of SSBE on the words cannot be evaluated, but convention
over the years may have affected the adaptation of [«]. In addition, there is the issue
of orthography (82.2.1.1 and §7.1.4). The vowel [«] is invariably written as <a>, and
if a speaker refers to orthography, the Hebrew category selected is likely to be /a/.

Two of the remaining problematic vowels, [o] and [u], are round vowels.
Roundness distinctions are based on F3 differences (8§3.2.2.3), and F3 is critical in the
categorisation of round vowels. Since the categorisation experiment did not include
F3, the discrepancies evident in the above table are expected. Roundness and degree
of roundness may play a role in the perception and categorisation of these vowels,
something the experiment does not address. In addition, the massive influence of
English orthography is particularly prominent for the vowels [o] and [u]. The former
is written as <o0> and almost always adapted as /o/. The latter is almost always written
as <u> and always adapted as /u/. The model's predictions and the categorisation
experiment are, at best, confusing for both these vowels. One of the reasons probably
stems from the nature of the vowels /u/ and /o/ in Hebrew. While /u/ is the highest
back vowel, /o/ is the furthest back (see 83.2). In addition, there is considerable
overlap between the two vowels (Most et al. 2000), creating much confusion in their
categorisation patterns. Finally, the two have identical orthographic representations in
Hebrew when diacritics are not used.

The final problem is the vowel [1]. This vowel is orthographically represented
as <i>, predicted by the model to be categorised as /i/ and appears in the corpus as /i/
in most cases. Nevertheless, the categorisation experiment selects /e/ in the
overwhelming majority of the cases (93%). This is the only case where the
categorisation experiment and the model make completely different predictions, and |
have no satisfactory explanation as of yet regarding the reason for this discrepancy,

though one possible explanation, offered in Cohen et al. (forthcoming), refers (once
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again) to the F3 of [1] as having an effect on adaptation. This has yet to be tested.
Another possible explanation is the conventionalisation of the adaptation process due
to orthography, since [1] is almost always spelt as <i>.

Similarity in adaptation is first and foremost acoustic in nature. The acoustic
input is phonologically categorised, and if there are no other influences present, this
categorisation can be predicted with remarkable accuracy. However, if other
phonological influences, such as vowel harmony or UG are indeed present, they may

affect the categorisation. I discuss these in the following §7.1.2.

7.1.2. Harmony and UG

In Hebrew, there is little, if any, evidence in native words of vowel harmony. Two
instances in which vowel harmony has been referred to in Hebrew are segholate nouns
(Bat-El 1989:180, Bolozky 1995) and plural affixation (Becker 2009).

The segholate nouns differ from other Hebrew nouns in that they bear
penultimate stress in the uninflected form, but the stress is mobile, and in the inflected
forms, it is word final (see also §3.3.2). Bat-El (1989) describes height harmony in the
inflectional paradigm of these nouns (e.g. /digl/—digel—[degel] ‘flag’). While it is
historically correct that the penultimate vowel harmonised with the final (epenthetic)
vowel, synchronically this can be seen as a vocalic pattern (i.e. XeXeX) rather than an
active process of vowel harmony.

Becker (2009) provides some evidence for vowel harmony in plural affix
selection in Hebrew based on an analysis of a corpus of Hebrew nouns (Bolozky and
Becker 2006) and an experiment on nonce words (Becker 2009). However, this
apparent tendency towards harmony is not productive, but rather only historical
residue.

This being said, there is nevertheless no widespread harmony in the Hebrew
noun system. Segholates are example of productive vocalic patterns rather than

harmony, and the plural affix selection is non-productive. New segholate nouns are
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rarely formed and novel plurals display no evidence whatsoever of harmony, always
pluralising strictly according to grammatical gender (with the sole exception of
dox—do.'xot 'report/s'). Therefore, any harmony that these two categories seem to
exhibit is not necessarily part of a synchronic grammar of Hebrew.

However, there is evidence in the adaptation of loanwords from English that
vowel harmony may indeed play some role in Hebrew. While this may sound
surprising, evidence for non-native processes in adaptation is not uncommon.
Shinohara (2006), in her study of Japanese, attributes this to the possible emergence
of UG or default settings in some cases (the emergence of the unmarked, TETU,
McCarthy and Prince 1995). Adaptation may "set a novel course that lacks a
precedent in the native grammar", as noted in Kenstowicz and Suchato (2006: 946) in
their study of Thai.

Though not considered a native process in Hebrew, vowel harmony seems to
be the deciding factor in vowel choice in Hebrew adaptation in 0.9% (13/1383) of the
adapted forms in the corpus. In some cases, even fully specified stressed English
vowels are adapted differently to what might be expected on the basis of perception,
apparently solely due to the influence of vowel harmony. Note, | have ignored cases
in which the vowel possibly undergoing harmony may have been adapted via
orthography or by its substitution with /e/, the standard epenthetic vowel in Hebrew
(87.2.1). In cases in which several possible adaptations were attested, | have only put
the forms with vowel harmony into the following table (53). The arrow indicates the

direction of the harmony:
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(53) Vowel harmony in the adaptation of English words into Hebrew

English (L2) English English Hebrew
orthography  pronunciation
a. ['sL.na.mo] <e> [4] ['si.?i.ma] ‘cinema"*®
b. ['ken.ga.mu] <a> [2] ['kelj.gu%] 'kangaroo'
c. ['stla.bas] <a> [2] ['sﬁi.bus] 'syllabus'
d. [dizengof]  <e> [o] ['diZingof]  'Dizengoff’
e. ['rLmad3] <a> [o] ['i?ni@] 'image'’
f. ['for.woid] <a> [2] ['fog.wE oxd] ‘forward'
g. ['dzord_n] <a> [no vowel] ['d303.30n] '(Michael)
Jordan'
| I 9‘ £ 1
h. [fil_m] <null> [no vowel] [filim] film
i. [s1.'mes.ta1] <e> [1] [se’'mes.tes]  ‘semester’
i [femuli] <i> [1] ['feme.li] (AIG)
Family'
k. [m.'telrdzont] <e> [€] [i?.tﬁi.'gent] 'intelligent’
l. ['1e.dm)] <e(a)> [€] ['Kﬁgg] 'Reading'
m. ['jou.goit] <0> [ou] ['jﬁu};t] 'yoghurt'

Though there is too little data from which to draw far-reaching conclusions

regarding the harmony in Hebrew, some observations can be made from the above

table (53).

First of all, schwa enhancement (53a-f) and the choice of an epenthetic vowel

(53g-h) can be determined via vowel harmony.

Secondly, harmony is also applied when the English source is a full vowel. In

(53i-)), [1] undergoes harmony. In (53k-I), [€] undergoes harmony. In (53m), the

* ['sr.na.ma] (US) and ['s.na.ma] (UK) are attested, but this vowel is irrelevant here.
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diphthong [ou] undergoes harmony, the trigger of which is, in fact, an
orthographically determined [u].

Third, stress does not seem to play a role in harmonisation patterns. In (53k-I),
a stressed [&] harmonises with an adjacent vowel (it is not certain which of the two
flanking vowels triggers the harmony in (53k)). In (m), a stressed diphthong [ou]
harmonises with the following vowel, which is, in itself, a [o] in the English input.

Finally, the direction in which the vowel harmony applies seems to be random,
rightward spreading in (53a, c, d, e, f, g, h, J), leftward spreading in (53b, i, I, m),
unclear in (53Kk). Note, it has been suggested by my Russian consultants that L3
(Russian) may play a role here, as the harmony appears in the Russian 'kangaroo' too.
However, Russian cannot account for the harmony in ‘cinema’, 'syllabus', ‘Jordan’,
'intelligent’, 'Reading’ and 'yoghurt', as these do not harmonise in Russian according to
my Russian consultants.

Vowel harmony can only be identified with certainty as such if other
possibilities are eliminated. If orthography, acoustic similarity (L2 to L1) or the use of
standard epenthetic vowels (Hebrew /e/) produce the same results as harmony would,
then harmony is not necessarily the source of the L1 vowel. While uncommon in
adaptation in Hebrew, and unproductive in native Hebrew grammar, as the above
cases show, vowel harmony nevertheless rears its head and is the only possible source

of the L1 vowel in the above table (53).

7.1.3. Schwa (and [3]) enhancement

In addition to harmony discussed in the previous section, there are quite a few cases in

which the quality of the vowel in Hebrew is not determined by the corresponding

vowel in the English form. The most common case is that of the English schwa.
Unstressed vowels in English are reduced to neutral, possibly featureless,

vowels insofar as their phonological representation is concerned, i.e. schwa

(Kenstowicz 1994:550 for English schwas, and Anderson 1982 for French schwas).
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Note, not all schwas in English are created equal. For example, Davidson (2007)
shows that lexical schwas differ acoustically from epenthetic schwas inserted to
resolve illicit clusters in English. However, in this study, I do not investigate the
differences among the different schwas. Phonetically, these phonologically "empty"
unstressed vowels in English are considerably shorter than full vowels, which are
always stressed.® Their pitch is also lower, by virtue of their being unstressed.

The Hebrew vowel acoustically most similar to the English schwa, based on
my model of similarity, is /e/. If adaptation were based solely on acoustic similarity,
English schwas would be adapted as [e] by Hebrew speakers. Indeed, Hebrew
speakers usually adapt English [o] and [¢] the same way in Hebrew, i.e. as /e/.
However, recall the data in table (44) in 86.1.5., partially reproduced here in table

(54):

(54) [2] vs. [¢] in adaptation

[e] [o]
/i/ 1 6
le/ 41 83
/a/ 0 25
/o/ 0 20
h/ 0 6
Total | 42 140

This table shows that [€] is consistently adapted as /e/, while [o] has variable
adaptation patterns. The only exception regarding the adaptation of [¢] is

[in'telidzont] > /intili'gent/ ‘intelligent’, a case of vowel harmony or L3 (see §7.1.2).

*® Davidson (2007) also shows that epenthetic schwas resolving illicit clusters are even shorter than
lexical schwas resulting from vowel reduction, which, in turn, are shorter than full vowels.
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Hebrew speakers clearly treat schwa and [¢] differently, as their adaptation is
different. Therefore, the only possible conclusion is that [o] must be processed
differently by Hebrew speakers, otherwise we would expect similar numbers.

Although my similarity model predicts [o] and [e] to be largely adapted as a
single category in Hebrew, [e], they are perceived to match the category to different
extents (see 85 for Best at al.'s 2001 Category Goodness). A possible explanation is
that even though [9] is closer to Hebrew [e] than to the other Hebrew vowels, it is
clear to speakers that it is not /e/, but rather some sort of "empty" V-slot, along the
lines of Anderson's (1982) analysis of French schwas as syllabic nuclei without
features. But how do speakers make this "transition” from the incoming phonetic cue
to the phonologically "empty" V-slot? They rely on the phonetic cues at their
disposal. Due to the fact that all English schwas are unstressed, they are considerably
shorter than other English vowels and their pitch is substantially lower. These two
cues set them apart from full vowels. Since Hebrew does not allow empty V-slots, it is
necessary to enhance them with a full vowel. This enhancement can be done by using
the standard epenthetic vowel in Hebrew, [e]. In fact, it appears that this is the
preferred route. In table (54) above, 83/140 (~59%) of the schwas are adapted as [¢].
However, adaptation may also be facilitated via orthography or even vowel harmony.

Note, there is no connection between the general frequency of vowels in
Hebrew and the vowels chosen to enhance the "empty" [2], as the following table
(55), repeated partially from table (9) in 83.2, shows. | refer only to masculine
singular forms here, as feminine suffixes (e.g. /-ut/) and plural suffixes (/-im/ and /-

ot/) skew the numbers:
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(55)  Stressed vowels (absolute values) in Hebrew nouns (Bolozky and Becker 2006)

‘/i/ el Jal lol Il

Stressed V in masc. sg. ‘ 967 1359 1860 894 1204

The frequency of stressed vowels in masculine singular forms in descending
order is:a>e >u >i> o, while the frequency of vowels adapted from schwas (table
(54)) in descending order ise >a > o0 > i,u.

The best evidence for schwa enhancement as opposed to similarity-based
adaptation comes from words with phonemic variability in Hebrew (86.1.2.3). In the
corpus, 2.9% (40/1383) English words had more than one possible output in Hebrew.
There was not a single case in which [¢] had variable adaptations. On the other hand,
words containing [a] were adapted variably in 5.7% (8/140) of the cases, all of which

appear in the following table (56):

(56) Variable adaptation of schwa

English (L2) Hebrewl (L1) Hebrew?2 (L1)

a. ['be.lans] ['be.lens] ['ba.lans] 'balance’
b. ['s.na.mo] ['si.ne.ma] ['si.ni.ma] ‘cinema’
c. ['keen.go.m] ['ken.ge.su] ['ken.gu.su] 'kangaroo'
d. ['srla.bos] ['si.la.bus] ['si.li.bus] 'syllabus'
e. ['e.van] ['e.ven] ['e.van] 'Evan'

f. ['dzen.tlman] ['d3en.tel.men] ['d3en.tel.man] 'gentleman’
g. ['ke.ven] ['ke.ven] ['ke.vin] 'Kevin'

h.  ['spon.sai] ['spon.sex] ['spon.sox] 'sponsor’
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In (56a), the variable adaptation of [o] is due to the variable adaptation of [z].
The [o] takes on the form of the previous vowel, possible via harmony, though one
cannot ignore the possible influence of English orthography here. In (56b), although
[2] is ordinarily adapted as /e/, some speakers prefer enhancing [9] via harmony,
producing [sinima] rather than the more common [sinema]. The same holds for (56c).
In (56d), [2] is adapted via orthography ([silabus]) or harmony ([silibus]). In (56e-h),
[2] is adapted via perception as /e/ or via English orthography (<a>, <a>, <i> and <o0>
respectively).

Such variable adaptation appears to be a result of speakers' perception of [a] as
being different from other vowels. Otherwise, the variation in its adaptation and the
reliance on orthography and the appeal to harmony in more cases than is the case with
other vowels cannot be explained. The only other vowel with as much variation as [9]
is [@], which is adapted variably in 10 cases. However, unlike [a], this variability is
predicted on the basis of my model as a result of the difference between the SSBE and
AE possible source vowels (85.4.5.1).

This analysis may be supported by evidence from another vowel with
considerable variation in adaptation, the English vowel [3]. This vowel is deemed to
be extremely foreign-sounding to Hebrew speakers, more so than any other English
vowel. This is possibly a result of the huge jnd differences between this vowel and all
existing Hebrew categories. Briefly put, while the F1 (height cue) of the vowel is
identical to Hebrew /o/ and close to Hebrew /e/, the F2-F1 (backness cue) is closest to
Hebrew /a/. These "mixed" signals could cause speakers to have difficulties

categorising the vowel in Hebrew.
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(57) [3] in adaptation

English (L2) Hebrew (L1)
a. [rn'vais] [re.'vers] 'reverse’
b. ['ssarvai] ['sek.vex] 'server'
c. [3nt grern] ['e.el gsei]  'Earl Grey'

d. ['went.w3i0]
e. ['ksrsai]

f. ['ti.f3it]

g. ['swet.f3it]

h.  ['hend.w3ik]
i. ['net.wsik]

j- ['pees.wsaid]
k. [fl3at]

l.  ['d3srnt]

['went.west]
['kes.sex]
['ti.fent]
['swe.tfex]
['hend.wesk]
['net.wosk]
['pas.wokd]
[flirt]

['dzuk.nal]

"Wentworth (Miller)'
‘cursor’

T-shirt'

'sweatshirt'
‘handwork’

‘network’

‘password'

flirt'

Jjournal’

Although [3] is adapted as /e/ in the majority of cases (57a-h), it may be

adapted otherwise, probably due to orthography (57i-1). Note the adaptations in (57h-

i), where the identical vowels are adapted differently. [3] adaptation is similar to [9]

adaptation in its versatility. This may be due to acoustic proximity, however, although

my similarity model finds [9] to be overwhelmingly more similar to Hebrew [e] than

to other Hebrew vowels, this is not the case for [3]. Although the categorisation

experiment in 86.2.2 shows speakers adapting [3] as /e/ more than the other vowels, it

is still more likely to be adapted as something other than /e/, as shown in table (58):
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(58) Categorisation of SSBE[3] by Hebrew speakers

lil lel la/ lo/ ful

[s] | 0%  443%  43%  304% 21.1%

0/280  124/280 12/280 85/280  59/280

Since [3] is deemed to be extremely foreign sounding by Hebrew speakers
(hence the erratic categorisation patterns, unrivaled by any other vowel in the
experiment), they may classify it as having no Hebrew equivalent and simply use the
standard epenthetic vowel instead. This scenario is more likely, in my opinion, based
on the categorisation experiment's results.>*

Phonologically constrained adaptation (perceptual similarity in 87.1.1,
harmony in §7.1.2, enhancement in 87.1.3) is not the only source determining vowel
quality. Orthography can be shown to play a major role too, as shown in the following

§7.1.4.

7.1.4. Orthography-based adaptation: Spelling pronunciation

In addition to auditory inputs, speakers may be exposed to orthographic inputs. These,
in turn, may affect the lexical form of the new L1 loanword (see §2.2.1.1 for further
discussion of various approaches to orthography in loanword adaptation).

Although orthographic input is not phonological, it certainly has phonological
implications via spelling pronunciation (Schwarzwald 1998). While the orthography
per se might not influence the grammar, it could artificially override the grammar
(Paradis 1996) when forming lexical representations. Vendelin and Peperkamp (2007)
present experimental evidence showing that orthography indeed does have an effect

on loanword adaptation. Speakers exposed to orthography adapt differently to

*! Preliminary tests have shown that Hebrew speakers categorise what they judge to be extremely
foreign sounding as /e/, such as is the case with [wi].

121



speakers not exposed to orthography. Similar evidence is presented in Escudero et al.

(2008) for their experiments on novel L2 word learning with and without orthography.

Loanword grammar, therefore, cannot focus solely on corpora of loanwords, but

rather, experimental non-orthographic data is necessary to control for the effects of

orthography.
I accept Vendelin and Peperkamp's (2007) view that the orthographic form in

L2 may serve as the basis for the phoneme in L1. | repeat here two criteria | propose

in §2.2.1.1 which can be used to determine whether the source of an L1 form is

necessarily orthographic:

a. Lack of paradigmatic relationships: in some cases, segments can be recovered via
an L2 paradigm. For example, English ['s1.na.ma] 'cinema'’ is adapted as
/'si.ni.ma/ or /'si.ne.ma/ in Hebrew. The first schwa's adaptation could be
attributed to the standard epenthetic vowel in Hebrew (87.1.3), to perception
(87.1.1) or to vowel harmony (87.1.2). The second schwa's adaptation (in bold)
cannot be attributed to any of these three sources. So how come it is recovered as
/al? This could be attributed to the effect of [s1.no.'mee.tik] ‘cinematic' or to an
orthographic effect.”® Therefore, it is not clear orthography plays a role in this
word's adaptation, as reference to the paradigm could be influential here. When a
paradigm might be exploited to recover "missing™ segments, orthography cannot
necessarily be claimed to be the only source of recovery, but only a possible
source. On the other hand, the adaptation of the [2] in ['e.von] 'Evan' as /a/ can
only be attributed to orthography as no paradigm exists from which the /a/ can be
recovered.

b. The English pronunciation is not acoustically similar to the Hebrew output: For
example, English [A] is almost identical acoustically to Hebrew [a]. Since [kat]

'cut' is adapted as [kat], this requires no reference to the orthography as the two

*2 It could also be attributed to alternate pronunciations of ‘cinema’ in English, which do not reduce the
final vowel to a schwa.
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are acoustically identical. However, in the case of ['m1.ni.bAs] which is adapted as
['mi.ni.bus], this requires reference to the orthography as the English and Hebrew
pronunciations are not acoustically similar.

If a segment cannot be recovered via a paradigm and if its pronunciation is not
acoustically similar to the L2 pronunciation, then its source cannot be perception-
based, relying on acoustic similarity. Such cases may be evidence of orthographic
input. In the corpus in 86.1, ~25% (346/1383) of the words are affected by
orthographic input (i.e. the vowel source cannot be shown to be anything else).

Evidence for orthographic input can be found in the many cases in which
English phonetically produces a schwa [3]. In English, unstressed vowels are often
reduced to schwas (e.g. Kenstowicz 1994:550), yet these may surface in Hebrew
pronounced according to their English orthography as shown in the following table

(59) repeated from §2.2.1.1:

(59) Variable schwa adaptation

Orthography English (L2)  Hebrew (L1)

a. Evan(name) ['e.van] ['e.van]

b. Kevin(name) ['ke.van] ['ke.vin]

c. Lincoln ['liy.kon] ['lin.ko.len]
d. syllabus ['s1.1a.bas] ['si.la.bus]

Regarding spelling-pronunciation, some who reject the orthographic influence
in loanword adaptation base their arguments, inter alia, on examples such as
<building> becoming [i] in French (LaCharité and Paradis 2005). Orthography, they
say, should produce /u/. However, just because we have <ui> in orthography does not

mean that we should get /ui/ in L1. Spelling-pronunciation refers to a set of rules used
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in the transfer of vowels from orthography to pronunciation. The convention could
simply be that <ui>—/i/.

Yet another example is vowel sequences in English orthography. When
pronounced as monophthongs in English, they surface as monophthongs in Hebrew
(e.g. ['daf.baid] ‘dashboard' — ['def.boxd] and not *['def.bo.axd]). Indeed, such
examples are given in Paradis & LaCharité (1997) and LaCharité and Paradis (2005)
regarding English loans in French as evidence that there is no reference to the
orthography.

Similarly to the above case, <00> is not adapted as /o:/ or /o/ and
orthographically word-final "silent” <e> in English is never pronounced (e.g. [bers]
'base’ <base> would never become /ba.se/ in Hebrew).

In addition, if the orthography and pronunciation are "too" distant from one
another, as is the case with <busy> and <business>, then there may be a stronger
incentive to ignore orthography. Recall the discussion in §2.2.1.1.

The best examples of extreme orthographic-phonetic mismatches are the <gh>
sequences in English orthography which invariably surface in Hebrew according to
their English pronunciation, or lack thereof (e.g. [bak lar_t] 'back light' —

[bek lai_t] vs. [1af kat] 'rough cut' — [waf kat]), and never surface as [g] or suchlike.

On the other hand, some "silent” consonants in English may sometimes
surface in Hebrew via the orthographic representation in English. For example, the
second /I/ in the Hebrew ['mal.kom]—['mal.ko.lem] 'Malcolm’, the second /I/ in the
Hebrew ['lin.kon]—['lin.ko.len] ‘Lincoln’, and the /I/ in [pam]—[palm] 'palm' can
only be derived via the orthography.>®

In sum, there are conventions and principles for orthographic adaptation.
Granted, audition and phonology are responsible for the bulk of adaptation, but

orthography can be shown to have a considerable effect on adaptation, as shown

*% [palm] is the only word in the Hebrew corpus with a sonorant-sonorant coda cluster.
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above. | further discuss the interaction between the orthographic and auditory inputs

in 87.4.

7.2. Multi-sourcing: Prosodic similarity

In addition to ensuring segmental similarity, maintaining the L2-L1 similarity in
adaptation requires the preservation of L2 prosodic structures during the transfer into
L1. Syllable structure (87.2.1) is not changed unless L1 prosodic constraints require
this, and stress position is hardly ever changed (87.2.2). Both syllable structure and
stress position are preserved in order to respect a blanket constraint requiring input-
output prosodic identity.

In the adaptation of English loanwords into Hebrew, however, the various
components of the prosodic form are treated differently. While stress is preserved
almost religiously, as Hebrew nouns have lexical stress and can potentially stress any
syllable in a word, syllable structures are adjusted since English and Hebrew differ in

their ranges of permissible structures.

7.2.1. Syllable structure similarity

In some cases, the source of the vowel in the output may not be the acoustic or
orthographic input. Rather, the vowel may have no direct L2 segmental
correspondent, i.e. it may be the product of various structural constraints. These
constraints may serve as the source for certain vowels in the L1 lexical representation,
overriding a general requirement for prosodic identity between the L2 input and L1
output. Note, while it may be that the epenthetic vowel is an illusory vowel
"perceived"” by L1 speakers even though it has no correspondent in the L2 phonetic
form (Dupoux et al. 1999), this illusory perception is nevertheless a result of the L1

constraints on prosodic forms.
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Epenthetic vowels in loanwords have no segmental correspondent in L2. Their
quality, however, may be determined by the L2 input via harmony, enhancement or
orthography (see §7.1).

Modification of syllable structure via epenthesis is almost invariably a direct
result of the adaptation of illicit syllable structures. There are two ways for an L2
word to respect L1's syllable structure - vowel epenthesis and consonant deletion. |
agree with Paradis (1996) and Paradis and LaCharité (1997) who claim that
epenthesis (and, for that matter, deletion) is to be avoided so as to preserve the L2
input's prosodic structure, unless absolutely necessary to comply with L1's phonology.
This maximizes the input-output similarity required in loanword adaptation. This is
true for Kirgiz loanwords adapted from Russian (Gouskova 2002), Japanese
loanwords (Shinohara 2004), Fijian (Kenstowicz 2007) and more.

Regarding epenthetic vowels, they themselves must be as "inconspicuous and
thus closer to zero" (Kenstowicz 2007:323) if the output is to be as similar as possible
to the input in which the vowel has no segmental correspondent, e.g. unstressed, short,
lax vowels. In Hebrew, the standard epenthetic vowel used to resolve illicit clusters in
native words is /e/. It is important to note that speakers can acoustically distinguish
the consonant sequences in L2 from the CVC they produce after epenthesis even
though they may not distinguish between them categorically (Davidson 2007).

Regarding consonant deletion, a consonant's susceptibility to deletion is scalar.
The deletion of obstruents is preferred to that of sonorants, and the deletion in clusters
is of the less prominent (acoustically) member (Kenstowicz 2007). Generally
speaking, languages prefer epenthesis to deletion in cases of illicit syllable structures
(Paradis and LaCharité 1997). This is supported by the data in Hebrew, and in my
loanword corpus (86.1) there is a single instance of consonant deletion,

['swet.f31t] —['swe.tfex_] 'sweatshirt', but this motivated by morphological pseudo-

paradigms (see 87.3.2). All illicit syllable structures in my corpus are resolved via
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epenthesis. Since | focus on vowels in this study, and since there are no cases of
consonant deletion in loanword adaptation in Hebrew, I ignore this issue.

In principle, Hebrew's syllabic inventory (83.3.1) includes clusters provided:
(a) there is falling or level sonority towards the syllable margin (Hebrew strictly
observes the Sonority Sequencing Generalisation); (b) sonorants are not syllabic; and
(c) there is not a sequence of tautosyllabic sonorants (Bat-El 1994, Graf and Ussishkin
2002, Schwarzwald 2002/2004). Syllable structure in adaptation is not modified
unless the L2 input's prosodic structure cannot comply with L1's phonology.
Therefore, if these principles are violated in the L2 input, the result is almost
invariably vowel epenthesis.>

Kenstowicz (2007) discusses epenthetic vowels as phonologically lacking
their own inherent features (see also Anderson 1982 for schwa in French) and
acquiring them from the local context instead, another strategy to render them
inconspicuous and thus closer to zero, maximizing the input-output similarity. Kito
and de Lacy (1999) discuss the realisation of cross-linguistic nature of epenthetic
segments which, according to their account, are realised either as copies of nearby
segments (Vowel Harmony), or as default segments. Note, in Hebrew, both strategies
may apply (see following table (60)). According to de Lacy (2002:151), a certain
configuration of constraints could result in the selected vowel as being neither the
most sonorous (in Hebrew — [a]), nor the least sonorous (in Hebrew — [i] and [u]). In
such a case, the language might select [e] as its epenthetic vowel. Why certain
languages select full vowels (e.g. Hebrew's [e]), and others select schwas, reduced
vowels, or "underspecified" and unmarked vowels (English [2], Japanese [w], Turkish
[+high]) as their epenthetic vowels is beyond the scope of this paper.

The following table (60) includes examples of epenthesis from the corpus in

86.1:

** There are a handful of cases in which epenthesis is not motivated by syllable structure, but instead, is
a direct result of reference to the orthographic representation, such as in the cases of
['meel. kom]—['mal.ko.lem] 'Malcolm', ['lig.kon]—['lin.ko.len] ‘Lincoln', and [pam]— [palm] ‘palm'.
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(60)  Vowel Epenthesis in Hebrew loanwords from English

English (L2) Hebrew (L1)

a. [31tgrei] ['e.el gxei] 'Earl Grey'

b.  [fit m] ['fi.lim] film'

c. ['dzen.t lLmon] ['d3en.tel.man] 'gentleman’

d. ['ard_]] ['ai.del]/['ai.dol] '(American) Idol'
e. ['dzord_n] ['dzok.den]/['d30E.don]  '(Michael) Jordan'
f.  ['pe.des.t 1] ['pe.des.tal] 'pedestal’

In (60a-b), sonorant sequences are resolved by epenthesis, and in (60c-f),
illicit syllables with syllabic consonants are resolved by epenthesis. While in all cases
in the above table the epenthesis is triggered by illicit syllable structure, the quality of
the vowel may vary. First of all, although the epenthetic vowel is often /e/, the
standard epenthetic vowel in Hebrew, as in (60a), (60c), (60d), and (60e), it is not
always the case. Secondly, in (60d-e), speakers differ in the production of the
epenthetic vowels.

In (60a) and (60c), the epenthetic vowel follows the Hebrew norm. In (60b),
the quality of the vowel is affected by the previous vowel via vowel harmony (see
87.1.2). In (60d), variable pronunciations of the vowel are attested. While the standard
epenthetic vowel is an option, /o/ is also a possibility, probably triggered by
orthography. In (60e), we once again have variable pronunciations, /e/ following the
standard and /o/ probably triggered by vowel harmony. Finally, the epenthetic vowel

in (60f) is orthography based and does not follow the Hebrew norm.

*® |t may be that there is an L3 effect here (see §6.1.2.1) insofar as the vowel is concerned. The reason |
assume the vowel is nevertheless from the English source is that the word used in cinematography,
which borrows heavily from US English.
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7.2.2. Stress similarity

A general observation in loanword adaptation is that prominence patterns are
religiously preserved, their preservation primarily motivated by their acoustic
accessibility. Silverman (1992) shows that not only are prominence patterns
preserved, but in languages such as Mandarin, where prominence may be a question
of degree, even such degrees are preserved. In particular, English primary stress
ordinarily corresponds to a high tone in Mandarin adaptations, secondary stress is
often adapted as a mid tone, and unstressed syllables are adapted as toneless. The
same applies in Fon (Kenstowicz 2001), Fijian (Kenstowicz 2007), Japanese loans
from English (Shinohara 2004), and more. Hebrew is no different, and prominence
(stress) patterns are preserved almost without exception.

Preserving stress patterns in adaptation does not necessarily require a violation
of Hebrew phonological principles governing stress assignment (83.3.2), since lexical
stress is so abundant in Hebrew nouns. In general, a large variety of languages, and
Hebrew is no exception, show that prominence in loanwords is preserved, sometimes
even if this violates basic prominence patterns in L1.

Stress in Hebrew adaptations is, therefore, largely uneventful, with nothing
much of interest taking place. Given this, the few cases (25/1383, ~1.8%) in which the
stress pattern of English borrowings is not preserved in the Hebrew adaptation are of
particular interest (see also 86.1.2.1). While some may be attributed to L3 influences
(e.g. French influence in ['fes.ta.val]—/fes.ti.'val/ ‘festival’, ['ne.10.t1iv]—/na.xa.'tiv/
‘narrative"), or the Hebrew standard norm (final stress, §3.3.2), there are a number of
adaptations in which the stress shift has no apparent trigger, as in the following table

(61):>°

*® Spanish, Italian, Russian, German and others might be shown to influence the form in Hebrew even
though the word itself was borrowed from English. In addition, semantics may play a role here too.
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(61)  Weird stress shifts in adaptation

English (L2) Hebrew (L1) cf. (no shift)

a. [mos.'kee.10] ['mas.ka.sa]  'mascara’ [dis.'tox.fon] > [dis.'tox. fen]
'distortion’

b. [guo.fiti] ['gra.fi.ti] ‘graffiti®’

c. ['kae.na.bis] [ka.'na.bis] ‘cannabis’ ['dr.zon.gof]>['di.zin.gof]
'Dizengoff'

d. ['dis.tons] [dis.'tans] ‘distance’™® ['be.lons]>['be.lens]
‘balance’

e. [kom.'pou.nont] [kom.po.'nent] ‘component™®

160

f. ['ai.baun.doi] [ki.'baun.dex] ‘'rebounder ['su.par.boul] > ['su.pex.bol]

‘Superbowl’

g. ['maif.me.lov] [makf.'me.lou] ‘marshmallow®

h. ['peem.flit] [pam.'plet] '‘pamphlet’ [en.dlor]>[en.dlex]
‘Chandler’

Although (61a) may be influenced by Spanish (where the English word comes
from etymologically), the Hebrew term is borrowed from English, not Spanish. In
(61b), the Italian source of the English form also has penultimate stress, like the
English form. Therefore, the Hebrew stress pattern cannot be derived from the Italian
form. In (61c), the Greek source of the English word also has initial stress. Therefore,
the Hebrew stress pattern cannot be derived from the Greek or the English forms. In

(61d-e), it is possible that the Hebrew stress pattern is determined on the basis of

> There are no other words in the corpus with a comparable prosodic structure in English (CVCVCV).
*8 Hebrew military terminology is largely borrowed from English for historical reasons. The word
'distance’ as used in Hebrew is originally a military word describing a commander-soldier relationship.
*% There are no other words in the corpus with a comparable prosodic structure in English
(Cvccvcevceo).

% Note, ['1i.baund] adapts as ['si.baund], without stress shift.

%! There are no other words in the corpus with a comparable prosodic structure in English
(CVCCCVCVV). See also page 87 for discussion of English pronunciation.
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some default stress rule (83.3.2 and Fainleib 2008) as in both cases, the stress shifts to
the final syllable which happens to be super-heavy. In (61f), the stress shifts to the
super-heavy syllable too, but it is penultimate in this case. In (61g), the stress shifts to
the penultimate syllable, something also attributable to the default stress pattern
(Fainleib 2008 shows that final open syllables are less likely to be stressed). Closed
final syllables, on the other hand, are more likely to be stressed in Hebrew (Fainleib
2008), which might explain (61h).

Note, however, that assuming some of the above cases of stress shift can be
attributed to a Hebrew default or norm overriding the similarity requirements, it is not
clear why the default or norm override the similarity requirements so rarely, which

makes the few cases of stress shift all the more puzzling.

7.3. And now for something completely different

Despite all the above, there are cases in adaptation which seem to escape a
straightforward linguistic analysis, but these are few and far between, and though their
contribution to my theoretical analysis may be minimal, they are nevertheless worthy

of mention.

7.3.1. Determining the similarity source: Perception and orthography in one word

In many cases, it is possible to determine unequivocally that the source of the
adaptation is either perception or orthography. An L1 speaker not exposed to
orthography has to rely on perception alone as the input. Extensive experimental
evidence has shown that the introduction of orthography might affect the adaptation
(Vendelin and Peperkamp 2007, Escudero et al. 2008 and more). In many cases, since
orthographic and perceptual sources converge, it is impossible to determine the source
of adaptation. However, in some cases, both perception and orthography may play a

role in adaptation in a single word. There are three such cases in the corpus (86.1):
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(62) Two-in-one: Orthographic and perceptual influences in a single word

English (L2)  Hebrew (L1)

a. ['li.gat] ['li.gal] '(Boston) Legal’
*['li.gel]
*['le.gal]

b. ['=.dzks] ['a.deks]® ‘addax (antelope)’
*['e.deks]

c. ['stlo.bos] ['si.li.bus] 'syllabus'

In (62a), the adaptation of ['li.got] (as pronounced on Israeli television
promos) requires reference to the perception of the first vowel, [i], and the
orthographic representation of the second, [a]. A purely perceptual analysis would
produce the *['li.gel], while a purely orthographic analysis would produce *['le.gal].
The case of 'addax’ in (62b) is particularly interesting, as the quality of the two vowels
is identical, yet the first is adapted as [a] due to orthography, while the second is
adapted as [e], following perception (stress could possibly play a role here). And
finally, the three vowels in (62c) 'syllabus' can be shown to come from three different
sources. A perceptual analysis would explain the adaptation of the first vowel [1] as
[i]. The second vowel in the Hebrew form, [i] can only be the result of vowel
harmony (orthography would produce [a], perception would produce [¢]). The final

Hebrew vowel [u] must come from the orthography (perception would produce [e]).

7.3.2. Pseudo-paradigm levelling
A handful of words seem to have undergone pseudo-paradigm levelling. Paradigm

levelling is when various forms in a morphological paradigm are adjusted in order to

%2 Also adapted as ['a.daks]
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be similar to one another. By pseudo-paradigm levelling | am referring to cases in
which there is no true morphological or lexical paradigm, but rather, the paradigm is a
figment of the speaker's imagination. In these cases, what should have been a
straightforward case of adaptation via perception or orthography, is complicated by
referring to lexical items assumed to be part of a morphological or lexical paradigm,

as shown in the following table (63):

(63) Pseudo-paradigm leveling

English (L2) Hebrew (L1)

a. ['su.parbout] ['su.pes.bol] 'Superbowl
['fut.bot] ['fut.bol] ‘football’

cf. ['bou.lig] ['bau.ling] 'bowling'

b. ['swe.ta1] ['sve.deg] 'sweater’
['swet.[31t] ['swe.tfes]  ‘sweatshirt'
['ti.f31t] ['ti.fent] "T-shirt'
[fl3at] [flirt] flirt'

c. ['tju.nor] ['tu.nex] 'tuner (music)'
['tou.nar] ['tu.nex] '‘toner (ink)'
[toun] [ton] ‘tone’

d. [ka.'fin] [ko.fa.'in] ‘caffeine’
['ka.fi] 'coffee’

[ka.'fe] 'coffee’

In (63a), the semantic association of 'Superbowl!' with 'football’ may trigger
speakers to "level" the two, producing a single output [-bol] for [-bout] and [-bot].

Although the two are categorised similarly by speakers, we can nevertheless observe
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that in the semantically unrelated ['bou.lig], speakers distinguish the diphthong from
the monophthong in [-bot] so the lack of distinction between the final syllable in
‘Superbow!' and ‘football' cannot be attributed to perception or orthography. It is also
possible that stress plays a role here, the unstressed diphthong in 'Superbow!’ adapted
as a monophthong, while the stressed diphthong in 'bowling' is adapted as a
diphthong. | have insufficient evidence for the effect of stress on diphthong
adaptation.

The examples in (63b) show a similar levelling effect to (63a). While T-shirt’
and 'sweatshirt' are clearly morphologically related, the latter's association with the
word 'sweater' (considerably older than both T-shirt' and 'sweatshirt', something the
[w]—/v/ adaptation reveals), may be the trigger for the deletion of the final [t] in
['swe.tfex]. It cannot be based on perception or orthography, as 'flirt' and 'T-shirt'
demonstrate.

The next example in (63c) is a little trickier. The much older ‘tuner’, together
with the Hebrew orthography which does not distinguish /u/ from /o/ may be the
reason for the adaptation of 'toner' as ['tu.nex], even though the two (‘tuner' and
'‘toner’) are unrelated semantically, the phonological similarity is striking. Note, ‘tone’,
semantically related to both words, is adapted as [ton], suggesting that ‘toner' should
have been adapted as *['to.nex] if perception and English orthography were the
deciding factors.

The final example in (63d) is indeed weird. The Hebrew word for ‘caffeine’
seems to have been affected by the English word for ‘coffee’, even though Hebrew has
its "own" form for coffee, borrowed from Arabic. So the pseudo-levelling in this case

is between the adapted ‘caffeine’ and the English form of ‘coffee'.
7.4. Integrating the various components: Dividing the workload

Once a speaker has made the conscious decision to fill a semantic void with an L2

form, the adaptation process can begin. Adaptation of an L2 input to its L1 output
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depends on a multitude of factors, from perceptual inputs, to the affects of native
structural constraints and even UG. Alongside these phonetic and phonological
phenomena, orthography and pseudo-paradigm levelling may play a role too.

How do the various discrete components of loanword adaptation interact with
one another — the grammatical and the extra-grammatical, the abstract and the
concrete? | discuss the interaction between the perceptual module and the
orthographic module in §7.4.1. In 87.4.2, | address the role of L1 structural constraints
and UG in the adaptation. | conclude with a graphic representation displaying the

integration of the various components in §7.4.3.

7.4.1. Integrating perception and orthography
The L1 lexical representation is based on L2 input. This input, however, may have
perceptual or orthographic sources (or even both, as in §7.3.1). The L1 lexical

representation, therefore, has two possible input sources as follows:

(64) Input sources

[L2 Acoustic signal] = /Input to L1/ < <L2 Orthographic representation>

Given this, how do speakers decide which source to refer to? There are several
possible factors in the decision (which may or may not be conscious).

The first factor is the presence (or lack thereof) of the sources. One of the
sources may be absent. For example, in the categorisation experiment (86.2.2), there
was no orthographic representation on which the speakers could rely, and the
formation of L1 categories was based solely on the perceptual input.

The second possibility is that both the acoustic and the orthographic input
converge, i.e. the vowel in Hebrew acoustically closest to the incoming signal is also
the vowel in Hebrew which "matches” the orthography. In such cases, regardless of

which source is referred to, a single output is produced. Indeed, vowels which are
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adapted extremely consistently (e.g. [u] <u>/<00> — /u/, LaCharité and Paradis
2005) are precisely those for which the two inputs converge.

The third possibility is the problematic one. In some cases, even though both
sources are present and predict different adaptations, i.e. clash with one another and
do not converge, speakers are forced to ignore one or the other. The perceptual input
may be rejected when the incoming auditory category is not close enough to native
categories (see §7.1.3 regarding schwa and [3]). Alternatively, the orthographic input
may be rejected when the perceptual input is almost a perfect match to a native
category (e.g. English [a] <u> = Hebrew /a/ */u/). When all else is equal, either of the
two sources may be selected. This may vary from speaker to speaker or even from
word to word, and may be affected by established convention. In such cases, variable

outputs are expected (['e.von] <Evan> = /'e.ven/, /'e.van/).

7.4.2. Integrating the input with structural constraints and UG

The suitability of the segmental input to L1 structural constraints has to be determined
(stress, syllable structure). This can include epenthetic vowels in illicit structures,
deletion, morphological modification etc. In addition, even further segmental
adaptation may follow from the structural adaptation, such as in the case of vowel
harmony. Where processes such as vowel harmony occur is by and large

unpredictable.
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7.4.3. A model of loanword adaptation

The process of loanword adaptation can be described as in the following diagram:

(65): Various components in loanword adaptation

Semantic void in L1

Audition — L2 input «—— Orthography

L1 structural constraints Segmental selection (UG, Pseudo-levelling etc.)

L1 output

As is the case with loanwords, the pragmatic necessity is the trigger for the

adaptation. The lexical item in L2 suitable for filling the void may have two, possibly

conflicting, forms, the auditory and orthographic. These forms undergo modification

in order to ensure that they comply with L1 segmental and structural constraints.

Schwa enhancement, epenthesis, deletion etc. are products of such constraints.

However, additional forces may play a role too, and their participation in the

adaptation process is unpredictable (albeit minor). These forces, such as UG,

analogical pseudo-levelling and L3 influences may affect the final output in L1.
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Chapter 8. Concluding remarks
It all began with a generalization and an observation.

The generalization reached by many scholars of loanword adaptation is that
adapting speakers strive to preserve the incoming form inasmuch as possible, to
facilitate the recovery of its semantic content (82.1) by others. Since languages do not
permit all possible phonetic forms, incoming loans may have to be modified in some
cases (82.2) whilst maintaining this semantic transparency. This transparency can
only be guaranteed if the modification of the loanword is minimal, and the output is as
similar as possible to the incoming form. Most studies leave the formal definition of
similarity to future studies, though some have addressed this issue, presenting various
models for the quantification of similarity (85).

The observation made is that the adaptation produces variable results, and the
same incoming form may surface differently (86.1). More specifically, when | began
investigating Hebrew loanwords from English, I immediately noticed that English [z]
was equally as likely to be adapted as [a] or [e]. At first, this was a somewhat
puzzling finding, since other vowels did not display such 50-50% patterns, though
most vowels did have some variation (a puzzling finding in itself).

The formal model | propose (85.4), therefore, has a twofold purpose. First of
all, I presented a quantifiable definition of the notion of phonological similarity (85).
Secondly, I explained the variation in outputs which the model predicts. Loanwords in
a language are the product of various inputs (whether they be orthographic or
phonetic) and a grammar governing adaptation (87). Phonological adaptation is the
result of sound categorisation according to acoustic similarity to existing categories in
a language.

The proposed model of similarity is tested with three different sets of data, all
of which are assumed to be affected by similarity: (a) a corpus of Hebrew loanwords

borrowed from English (86.1); (b) experimental evidence testing category
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discrimination by Hebrew speakers (86.2.1); and (c) experimental evidence testing
categorisation of non-native segments by Hebrew speakers (86.2.2).

The three sets of data provide ample support for the formal model, to varying
degrees. The loanword data confirm the models' predictions to a large extent, with
discrepancies being explained by the “"contamination™ of the corpus by non-
phonological influences, or by additional phonological factors which the study did not
focus on. The experimental data, devoid of any such contamination, support the model
almost perfectly.

Finally, the grammar governing adaptation is a complex one (87.4). It is
insufficient to focus on phonetic input in order to predict adaptation patterns. Several
additional factors play a role in adaptation. Orthography (87.1.4), UG (87.1.2), and
meta-linguistic knowledge about L2's morphology (82.2.1.2), inter alia, can be shown
to influence adaptation. Therefore, the grammar has to incorporate, at the very least,
the most influential factors, orthography and perception. Other influences may not be
grammatically encoded, even though they may influence the grammar's output.

The model of similarity presented and tested in this study focuses on the
adaptation of vowels from English into Hebrew. The acoustically based constraints
presented here are by no means the only acoustically based constraints necessary for
segmental and prosodic adaptation. Consonants would require additional constraints
over and above those necessary for vowels. While it is possible to categorise Hebrew
vowels on the basis of their first and second formants (adding the third formant in
some cases), consonants differ from one another in additional aspects such as duration
of closure, the absence or presence of aspiration and more. As these are all
perceptually detectable characteristics of consonants, they can all be translated into a
perception-based grammar by using jnds. Constraints comparable to those presented

for the vowels, can then be formulated.
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Appendix I:

Loanwords cited in dissertation

The following is a table of all the Hebrew loanwords cited in the dissertation.

Capitalised words are proper nouns. Words without English phonetic forms were not

borrowed from English. Variable pronunciations are separated by /. Primary stress is

indicated in all polysyllabic words.

English (orthography)

English (phonetic)

Hebrew (phonetic)

© ©o N o ok~ wDdPE
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EORD P OO ®N® 0 A ®NE O ©®0N® R ®N RO

abstract
action
addax (antelope)
ambush
applet

art director
assist

back light
balance
banner

bars

base drum
Batman

big men (basketball)
black

block shot
Bob

body (of car)
body builder
Boolean
boom
bowling

box and one
brakes

by reference
by value
cache
cafeteria
caffeine
cannabis
cash

casting
catering
centre

'2eeb.stiaekt
'k.fon
'e.deks
'&m.buf
'&.plit

ait dar.'zek.tox
a.'sIst

bk lart
'bee.lons
'bee.nax

baiz

bers diam
'baet.man
big men
blak

blok (ot

bob

'bo.di

'bo.di 'bil.dox
'bu.li.on
bum

'bou.lm

boks and wan
bieiks

bar '1e.fions
bar 'vel.ju
keef

ke f1.'t10.1i.9
'ke.fin / ke.'fin
'kae.na.bis
kaef

'kee.stim
'ker.to.am
'sen.tox
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?ab.'stwak.ti
'ek.fen

'a.deks / 'a.daks
'em.buf

'e.plet

awt dai.'sek.tos
a.'sist

bek lait

'be.lens / 'ba.lans
'ba.nex

bagz

beis dxam
'bat.men / 'bet.men
'big.me.n-im

blek

blak fat / blok fot / blak fot
bob

'bo.di

'ba.di 'bil.der
'bu.li.an

bum

'bau.ling

boks / baks end wan
'brek.s-im

bai 'e.fe.xens

bai 'vel.ju

kef

ka.pi.'te.si.a / ka.fi.'te.i.a
ka.fe.'in / ko.fa.'in
ka.'na.bis

kef

'ka.sting

'ke.te.ring

'sen.tes



English (orthography)

English (phonetic)

Hebrew (phonetic)

35.
36.
37.
38.
39.
40.
41.
42.
43.
44,
45,
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.

Chandler
chaos

chat

chips (potato)
chlorine
cinema
Cinema City
class

close up
clutch
cockroach
coffee
component
control
coproduction
cursor

cut

cut to cut
dance
dashboard
default
delete
dialogue
disk
distance®
distortion
Dizengoff
dolly track
double figures
dunk

Earl Grey
e-mail
escape
Eskimos
Evan

event

fade

fairy

(AIG) Family
fast break

% Originally military term

'tfeen.dlox
'ker.os
et

tfips

'sL.no.mo /-A /-a
's1.no.mo 'sr.ti
klaes

'klou.sAp

Klatf

kom.'pou.nant
kon.'troul
kou.p1a.'dak.fon
'k31.801

kat

kat to kat
deens / dans
'daef.boxd
'di.fott / di'.fott
dr.'lit
'dar.o.1og

disk

'dis.tons
dis.'tor.fon
'dr.zon.gof
'do.li tiek
'da.bal 'fr.goiz
dapk

'sat grer
'i.mert

1.'skerp
'es.ka.mous
'e.von

1.'vent

feid

'fee. mili
faest bietk
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"tfan.dlex / tfen.dlex

'ka.os

tfet
tfips / tfip.s-im
xlo

'si.ne.ma / 'si.ni.ma
'si.ne.ma / 'si.ni.ma 'si.ti
klas

'klo.zap

klatf

dzuk

ka.'fe
kom.po.'nent
kon.'tsol
ko.pro.'dak.fen
'kex.sex

kat

kat tu kat

dans

'def.bord
'di.folt / di.'folt
di.'lit / de."lit
di.a.'log

disk

dis'tans
dis.'tos.fen
'di.zin.gof / 'di.zen.gof
'do.li teek
'da.bel 'fi.gesz
dapk

'e.xel gxei
'i.mel / 'i.meil
e.'skeip
es.ki.'mo.s-im
'e.van / 'e.ven
i.'vent

feid

fe.'ja

'fe.me.li

fast breik



English (orthography)

English (phonetic)

Hebrew (phonetic)

75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
96.
97.
98.
99.

100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.

festival

film

filth

fine cut (cinema)
flirt

float

football

format (computers)
forward

front

fuse

garage

gear

gentleman

golf

graffiti

guard

handwork

heap (computers)
house (music genre)
ID (computers)
(American) Idol
image

in (trendy)

input

integer
intelligent

jeep

joint

(Michael) Jordan
journal®
kangaroo

Kevin

kiwi (fruit)

laser

(Boston) Legal
Lil(lian)

Lincoln

'fes.ta.voal
film

famn kat
flzat

flout
'fut.bot
'for.meet
'for.waid
fiant

fjuz

g2.'103 / g2.'1ad3
grax
'd3en.tl.mon
golf / golf
gro.'fi.ti
gaxd

'haend. wsik
hip

haus

ar di

'ar.dl
'.mod3

n

'n.put
'm.tr.d3o1
m. 'te.Ir.dzent
d3ip

dzomt
'd301.don
'd331.n]
'keen.go.aqu / keen.ga.'lu
'ke.von
'ki.wi
'ler.zox
'li.gal

It

'Im.kon

fes.ti.'val / pes.ti.'val
'fi.lim

'dzi.fa

fain kat

flist

flout

'fut.bol

fox.'mat / 'fox.mat
'fos.word

fxont

fjuz

ga.'saz

giy

'dzen.tel.men / 'dzen.tel.man

golf

'gra.fi.ti

gasd

'hend.werk

hip

haus

ai di

'ai.del / 'ai.dol
'i.mid3 / 'i.med3

in

'in.put

'in.te.dzex / 'in.ti.dzex
in.ti.li.'gen.ti

d3ip

dzoint

'd301.den / 'dz0x.don
3uk.'nal / 'd3us.nal
'ken.ge.su / 'ken.gu.su
'ke.vin / 'ke.ven
'ki.wi / 'ki.vi

'lej.zew

'li.gal

lil / Tul

'lin.ko.len

% [3us.'nal] refers primarily to women's magazines, while ['d3uss.nal] refers to professional periodicals
(e.g. the Wall Street Journal). The former was probably borrowed from or influenced by the French
pronunciation, whereas the latter is truer to the English form.
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English (orthography)

English (phonetic)

Hebrew (phonetic)

113.
114.
115.
116.
117.
118.

119.
120.
121.
122.
123.
124.
125.
126.
127.
128.
129.
130.
131.
132.
133.
134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147.
148.
149.
150.
151.
152.

long

long shot

low post
Malcolm
manual
marshmallow

mascara
media
medium shot
messenger
minibus
narrative

net

network
Orange

palm
pamphlet
pass
password
pedestal
performer
pick and roll
popcorn
project
puncture

rap

Reading
rebound
rebounder
respect
reverse
rough cut
seal beam (automechanics)
second guard
semester
September
sequence
server

set

Shack (Shaquille)

lop

'Ioy (ot

lou poust
'mael.kom
'mee.nju.ol
'maif.me.lou /
'maif.me.lou /
maif.'me.lou
mees.'kae.10 / mees.'ka.1o
'mi.di.o
'mid.jom fot
'me.son.dzo1
'mr.ni.bas
'nae.10.trv

net

'net.wsik
'5.1nd3

pam
'paem. it
p&s / pas
'paes.wsid
'pe.dos.tt
par'for.mor
pik and 1out
'pop.kon
'pip.dzekt
'pank tfaz
1&p

'1e.dm
'1i.baund
'1i.baun.dox
1'spekt
1.'v3Is

aaf kat

sit bim
'se.kond gaid
s1.'mes.tox
sep.'tem.baux
'si.kwons
's31.valI

set

fek
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long
'lonk.fot
lou post
'mal.ko.lem
'men.ju.el
maxj.'me.low / 'maif.me.low
/ 'magf.me.low

'mas.ka.xa

med.j-ot

'med.jum fot
'me.sen.dzex
'mi.ni.bus

na.ga.'tiv

net

'net.work / 'net.werk
'0.xend3 / 'o.¥and3
palm

pam.'plet

pas

'pas.word

'pe.des.tal
pei.'fos.mer

pik end wol
'pop.ko.sen / pop.'ko.sen
pro.'jekt

'pan.tfex

Kap / sep

'si.ding / 'se.ding
'¥i.baund
ki.'baun.dey
Ki.'spekt / we.'spekt
Ke.'vess

waf kat

silb

'se.kend gard
se.'mes.tex / si.'mes.tes
sef.'tem.ber / sep.'tem.ber
'si.kvens

'ses.ver

set

fak



English (orthography)

English (phonetic)

Hebrew (phonetic)

153.
154.
155.
156.
157.
158.
159.
160.
161.
162.
163.
164.
165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.
180.
181.
182.
183.
184.
185.
186.
187.

show-off

slam dunk
speed (narcotic)
sponsor

station (wagon)
steroid

story

straight
structure

suede
Superbowl
sweater
sweatshirt
syllabus

talk

template

test

text

thread

tire

tone

toner (ink)
Trafalgar

travel

T-shirt

tuff (volcanic rock)
tuner

user
Washington
web
Wentworth (Miller)
Windows

Wow

yoghurt

zoom

slem dank
spid
'spon.sax
'sterfon
'stra.101d
'sto.1i

strert
'stiak.tfor

'su.par.bout
'swe.tox
'swet.f31t
's1.10.bas
tok
'tem.plit] / tem.plert
test

tekst

O1ed

'tar.ox

toun
'tou.nox
txo.'fel.gox
'tree.val

'ti. {31t

tuf

'tju.nax
'ju.zox
'wo.{1m.tn
web
'went.w310
'wmn.douz
wau
'jou.gait
zum

144

a.'wanta
slem dank
spid
'spon.ser / 'spon.sor
'stei.fen
ste.ro.'id
'sto. ki
styeit
stsuk.'tu.ga
zam{
'su.per.bol
'sve.des
'swe.tfex
'si.la.bus / 'si.li.bus
tok
'tem.pleit
test

tekst

tsed

'ta.jer

ton

'tu.ner
tya.fal.'gay
'tya.vel
'ti.fent

tuf

'tu.nes
'u.zey
'wa.fing.ton / 'wo.fing.ton
web
'went.west
'win.doz
wau
'ju.gust
zum



Appendix I1: Tokens in discrimination experiment

The following is a table of the tokens used in the discrimination experiment (86.2.1).
The tokens were naturally produced by a native British speaker (non-rhotic dialect)
and are transcribed accordingly. The words in each pair, and the pairs themselves
were randomly ordered. Each contrast is represented in four different pairs and two

identical pairs (control).

Group Token #1 Token #2

[x] [iz] mid 'mid' mid 'mid’
mi:d 'mead’ mi:d 'mead’
tik tick' tirk 'teak’
lIip lip' lizp 'leap’
wit ‘wit' wist ‘wheat'
Ird 'lid' lid 'lead’

[u] [wz] | auk 'rook’ 1wk 'rook’
fud ‘food' fud ‘food'
luk 'look’ Tu:k 'Luke’
wud ‘'would'  wud '‘wooed'
kud ‘could’ ku:d ‘cooed'
pul ‘pull’ pu:l ‘pool’

[e] [&:] | 'mexi 'merry’  'meri ‘merry’
ste:d 'stared"  sted 'stared'
hed ‘head’ he:d ‘haired'
'veri 'very' 'veui 'vary'
wed ‘wed' weid ‘wared'
fled 'fled' fle:d flared'

[p] [0] | tot 'tot' tot 'tot’
ho:t ‘heart’ ho:t ‘heart'
skof 'scoff' sko:f 'scarf’
dok 'dock’ dok ‘dark’
kot ‘cot’ ko:t ‘cart’
hod 'hod"' ho:d ‘hard’

[0] [A] tof 'toff' tof 'toff'
raf 'rough’  raf 'rough'’
ok 'lock’ Iak luck’
pod 'pod’ pad ‘pud’
mpk 'mock’ mak 'muck’
top 'top’ tAp ‘tup'
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Group Token #1 Token #2

[2] [€] dem ‘dam’ dem ‘dam’
fen ‘fen' fen ‘fen'
sek 'sack’ sek 'sec’
kaet ‘cat' ket 'ket'
et ‘at’ et ‘ate’
pek 'pack’ pek 'peck’

[o] [9] lo:k lark’ lo:k 'lark’
komn ‘corn’ komn ‘corn’
ko:t ‘cart’ koit ‘caught'
toit tart' tot ‘taught'
po:d ‘parred’  pod ‘pawed’
pk ‘arc' ok ‘auk'

[€] [1] fet fet' fet fet'
prt pit’ pit pit’
net ‘net’ nit nit’
tek ‘tech’ tik 'tick’
let let’ Int lit'
set 'set’ sit 'sit’

[€] [3] zen 'Zen' zen 'Zen'
k3n 'kern' k3n ‘kern'
hed 'head’ had ‘heard'
ten ‘ten’ t3n ‘turn’
spend 'spend’  sp3nd 'spurned’
ned ‘Ned' n3d 'nerd’
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28PN
MTpn .l
oV MYVINDI MTPNNN TIN,NNNI (similarity) YPITH IV DX IPIN NN DT IPNNI
DYNIN DY IINVINVPY MVINY D9 DY (adaptation ,INVSTR) NYIONN TONNY YPHRTN
AV DMV DININ 2 MINANDY (segments ,0O0INID)

NPINRY IIONN NN YPYTPT NN YN 1PATN NMINID 3NN DTN WD IPNNN
9259 N NNMIT INDION P, MIINY DD NND NN ,I1THN DTN NN MIAD 7N DY .IYam

APNRT Y OOINN PONND

IMINY 0990 NpnY »m .1.1
MPHRY NP .NPNIIMND MOIYN IPNNA PVINDT MDIRY D9 DY IPNN MITH MNNY I
PIDYY NN MDIRY DD IPNNAINWYDI DYV ¥ ORN P> RY ,IT,NITHND,NIN NINYN
1P TZ NPNYI MOIYNI

NVPPN 9D PN IOVINN NPPOPIN TINT MIATNYN MDINY DD 30 YNIPN MIND
DINDIN,DPNYIMS D220 DY DXINN MINN XN NN GPYD YT N2 W MDINWYN D¥0N
NN D921 ,0°971 DINYD MO WNN NPNN MAYN D21 NN .NPPOPYA D90 O D»LIMDIN
NOIYN NPNY NAYN T NIIWNY OIN ,XNN WX NZIDNN NN RNN ,N2I0N N2V MODWNN
R pRYh)

TN NOIWNN NNMIN NN NDIDND MRINKD NIIWNN DN NINRYA 7192 NINPA PIOYN

APNT DY NNNYIN RO Y971 ,NYA0N NN NNOPY XIN WNY NN (§2.2.2)

197 .1.2

ND ,TPNVOY NN DININ DY NYI0N YD NN ,MDINY D90 NYION DY IpNN DD XIPY NN
0T XD )-H NDY 2-D N DD NN DY NOIN .JIT DY NNNYIN DOXNVOYW NDIDN .MV
A2 AUNN 25 ANV NNYT R YITH NN XD DT IPNN DDA NTYY NORYN )-D IWUNRN 2-D 1N

MINID NINZ NN OXM,NINNA NINDNA BN NPRPHRNN NNINN NN YIAND 1) ONN



MYNN PA0ND) INNY YT OMNYY OMIPNN DY NNWA X2 MMM JPNHTN IVIN
JHyman 1970 : 5wn5) »71317191 X5030)0 PNT DY NINNON MDINY DI DY NOIDN .NMVY
1WA NHINOYDINT (DINK D27 T, Shinohara 2006 ,Kenstowicz 2001 ,Steriade 2001a,b
NYY NN N NI (Zwicky 1976, Kawahara 2007 : 5wnb) o38N 12 11H72 00N
,Best et al. 2001 : 5wnd) DORINN P2 YPHRTN NN MDD DRI KW NNV NPINLP P2 PNANY
NRT NN NPNOMSN MYMNN Nw .(Cohen et al. in progress ,Escudero et al. 2007
OIN T

YN PTN NIN TN TPIINNT 9NN Y0IMNMDT IO PIRTN IVINY 1D DN ,INTD

§5-2 1075 nmwn

ApNNRD NN .2
IMINY Y01 ) 2.1
NYMWYN N ,NOYN .NIRN DIDNHN NN DY NDINN TTINNNY 2N MOINY DD DY 9pnn Yo
OV NYVLIPPOPDR MPAN ,TINYI-1T NNYN PON 1NV DD NI ,NIINN IOX TNPHY D¥D)02
MINY D9 IIN NONRD DYDI19 .13 1IN DY NPIN 1Y DD IN,DIDNMDN DT

MNNY D21 PTIM ,(2001) Kenstowicz b (1996) Paradis Sv onwria vipn »N
(L1 :yon5) noxwn nowa nwa oowanm (L2 :19nb) N7t Nova oNpny D»Hprop DM119d
DOYTIN OPRYY ,0MNYH-TN ONY 02T 0) L1 ndwa munvn 035500 50N Y9 Xond nan by
290 MPNRd N1ON1

NMIPYY MNMN IS (compliant loanwords) N1Y5N 10 MOINY DI ,DINYD
TONNN NDNN ,5UND .NYIDN DY MYNT PR DYDIIN ,NOND 0PN .(§2.1.1) L1 5w py1pTn
v sy (klatf] n1xn n9apy ;190 »M»w KYY NNW %93 MIayb Nad) rclutch KIAtf]
D15 DXNINN L, PPN ONIANN MANN) NXIVN DY PITRTN MNIPY NN N9 NN TPYIRN NNND
92V NDIDN ,NPIDN NI NPN NN R ’set’ [SEL] TPUIIND NDMIN (NN 1971 ,7772¥2 NP
NNODINA DNPNI,TAY2 DM IMNMNNN ON ([e]-[€]-) [al-[A]) PPNynn YDTan /NoIvnY [set]-d

DN OHN MNT MY DORINN .THININID NIV MYNND MOIPNRN PINYNN



I3 ,(non-compliant loanwords) N13’57 1PRY MONY ©¥MNY NP NN ,09IN
VIDY 192 MY NOND 001,192 1(§2.1.2) L1 5w MNIpyd nnvsn NPX INNMNY 0N
N M L1-51915» 0500 ,madnwn (3) ; L1-51015 X5 0500 ,7112590 (K) : NMIWIN
DY, 0IN) ,N2NN NPORY 29 L1 Yy MNIpYo NN NPRY 0D NN NN .10
N YY DXWATI DY NI NYMIN ,N9X0N0 () ; L1 ¥ noynn nanind nna no ren
L1 5w noynd oornnd

(1) N5V MY NDIDN MWD DIDMID MINDNT .NIN IPNNN DY TPIND NN NYIONN
:TINAD)
TPOTINNIO) TPE5VIPID 77129077 (1)

(LT) »oay  (L2) »5nNa mpn

I9DOUN [tsed] [O@aed] N
aValvl ['kes.sex] ['k3rsar] a2

MON/ ['be.lens] ['bee.lons] .
BP0k [giB] [grax] .7
myan>  ['dzus.nal] ['d3sLnl] .0
1DIPN VI ['fi.lim] [fdm]

20N D12 NI12Y DIRIND TIVNHN PON DIRY TPDNINI DININN DY NINDINTA
020N .([i]—[19] ,[e]—[2e] ,[8]—[1] ,[e]—[3] ,[t]—[B]) 712N DY MMIPYY DININN DININY
VNN KD N3N ,N NPT .NADN DN 9N DI2IY NI12YA DPIWIN DINY NIONIN DINI2NN
T2 .(Graf and Ussishkin 2002, Schwarzwald 2002) 1n>93ya nynn n7THNY 1o MYINI
Ussishkin ) nynn N0 XN X 1917 ,17712y2 $IXI-92 1KY, 0D0INND DINXY HY 4873
.(and Wedel 2003, Schwarzwald 2002

DVN MNPNYL(§2.1.4,§2.1.3) MOINY D0 DY NPHNIO MITHND §T NN §2 Twnna

(§2.1.5) MONRwWN OO0 Y



NMO TN ,NMNPN DY 27 990010 YaWIN NYIONN TONN .NPIDND T 921y MIN §2.2-2
-1 L2 59 y1in on2197% Y10 ,MINNNIN YN ,(§2.2.1) NOIONN TONN DY NP XD NMyawn1
Jw Ll

S5¢ POMINNING MON»NN > Yy NN L1-2 0NONN DX 20N NN 7170, 00Ny
A9 ['lig.ke.len]-5 maya yow /Lincoln ['Tim.kon] m90n3 own Swnb (§2.2.1.1) L2
VI DIV PN [01] %I 12w, TPYNIND T9INNNINRT NNPH NIV 1INA (1] NN nyan
JPONND N2

L1-2 090 nns Sy wawnd 5150 L2 235 0992171 DY MNN9NN Y1 97N N DY
771,9°020 129 12 77990 2T 1ONT,NDIRYA MNAW IIN HY 7772 1203 NP0 ,Dwnh
1M ©02N I POND MWIN) NON NPIDIN DXNYY 00N .(Silverman 1992) nHrw 12y ©0IN
'brakes’ [bre1ks] NOnIND NN ,5WNY SVINDN PIIN NN NITAND TN ,NPIRYA NDIDN MW
DTPON NN NTANN [-8] MPHNINN YW 022970 a0 /0'nYa ['brek.s-im]-2 n7ayY NI
DIV NN NONNN [-im] PI2YN DY DY277 MDY PVINDN

DXVPODNN PIPOYN PTY 12 MIN,NDINYN DY NN RO MYawna 1»T1n MINN
D971 DY PNZIMNON ON NINYI POW NT P92 10T 1Y .(§2.2.2) IRV DY DNMON
YOV IN,NITIN NPNTMD MOIYN dNY ¥ DX IIONT,NIYI MINK DI DY 1IN INY MDINYD
TNTY N NONY . NPHN DIDHN NN DN MDINWN D91 NX DY NWHIVNHN DNN TN NN
Boersma and , Holden 1976 ,Silverman 1992 ,1t6 and Mester 1999) n11902 m5> X2
MNYN MYNN MPNXN MOINY D9 MNP OXNYD .MM MTWN (027 Ty Hamann 2008
MY MOIYN ONY 2NN DT PR 2D NI NTIAYN NNIN ODINY ,NPTON DD MNMPN NONN

STANNWYY,NAY NNK THPNIING NITYN NHNMPY NIDIND NYHIN DR NMHINMN (2005) Smith
DOWUNTN DINDINY NMINIPY MYNNINA 120N 1N NN OMNHN PAY MRV OOD0N P2
DYDY DY DOWAYN DN NON NMINIPY .JNOY NPNN NIV PIAD MDINYND DODIN P2 JPNT
.DNON Y, NN

D910 P2 DY TANN NX DONMN (2004) Shinohara-1 (2001/2007) Kenstowicz

LDMYDIDNN MNIPYD NPDDN OMNN PAY MVINYN



NY9a3¥N Y NINN 2.2
M2INYN D991 NOION NN NPNY 12 OIN , JMNN DY D120 MRV D391 NI INND
S5Y NN NIIWNN YV NOYPN NIPD 1NN NN, PIYN TNND .(N1I2Y : 1PNY) 1MNI-N2 NPIaya
.§3-1 mavn
PPN . MYNNDT DXNXYY NTIN MONMNN OY NIWN DY DI MNDIMND VP AN ,NDPNN
NPPO .NNIMINA NN (§3.1) DNOYN NPPD ,MYNN P2 )PNTI 1PV PO DV IPNNNY
NIYNNN DY DMV DMVDIPRN DIIMANHY NPNDINSN JINPNOND PT RO (§3.2) Mynnn
1YY (§3.3) NOWN DY DM TITINON NMNIPYN DAXIN , N2V OININD NIV NIND INND

.YI2y2 NYHANN NI DYV NN DY MHIYVN

APNND HY NVNNNN NIIONN 2.3
NPIPIVAND NMNNRN NTMY 10D >IPNN TIYI INNDNIY NPNIRND DX 1NN (§4) NAN PO
.(§4.2) Nbw MLOXMVLON NOVM (§4.1)
NN PYTPT OW NIIRN XN (Prince and Smolensky 1993) n»Hno09rn n»1INn
D259 MV NN NPYVIVINNN DY OITRTN DTIND DML TPXPRIVIND DY) DINIDN DY
J(evaluator) EVAL-Y ;0% Y nyawarn mnisn 95 nx A»nn (generator) GEN : o»poy
915> GEN -v 200 1NN 1777220 190NN NIX MY MNYN NPIVAND MNIND P2 NNIVND
,DINNND LNV TYA I NONND NN P N EVAL 2N 00y n1Ns POPN I8»H
TR DNV DX THIND .OINTH DINIDINI WINIW O DY YY) 1T NN .NOVD IN»2
.DYNAN OXNIDINRM I TAN DI THID T ATDY,INNA M XY NTNRN NIDIRN I DN, OIDIND
DY PR N THYIN INWIV TY TP 91702 721,0°909) 1NN M2XN NIINN NN 019970 DX THYIN
190 .90 DYMI) DIXTON D90 DX TIMNN INY T I ,1NWHD NIDMNX 199 NT THYIN OX MIYN
PIVARD NINSN PN TNV NIVN DNSN NONX,NNOVIN NN XPNT NPN TPDDIVNNRN NINISD
(Boersma 1998, Boersma and Hayes 2001) n»92009N0 YW NPOORIVON NOMN

JPMNANDN NORPO 12D DY DNNTN DINDINN NIV NIN DTANN .1POI0IN RO DOV 29N NNYT



809%-2 2 NN HYN YN TH X NIPINY YOI NNIN 2 NIDIN IYND DHN HNTH N NIPNY WOIv DIPHNI
MIVNY NN NIIWNN DMWY DXV PXANT WY PITPT ,DMIPNN 1)

Just P5Y 5TINA T NN PXN T2 NN, NPIDIVAIND NININD NIXN INND
5w PsIMLVPY (2001a,b) Steriade Mapya NN AKX NN .(§4.3) noticeable differences
DXNNN HY 1T PIPINVP DDAV MM YNNI NVITIN-TPNWION NNV DD DY NN OXNIN
9y MAYY 2N NWHI NIV MIYINN NN XN (jnd) just noticeable difference-n .o» v TN
DN NN 1834-2 Weber »1 by (W0) 75,01 MW I1»W1A PNIND DN 1OW DIWVIND NIIWHY M

2 PNAND HDNYW YTI AN DITH NPND TN I NPYN TN 21T IPINY DI NN DTND W

29919991 .2.4
MNTIP MY HONY MIXN INNRD .DI92 INDIMNON PPNRTM D922 1PNTN HWIA PO (§5) XaN P90
MY 9T (§5.4) XNNNPOY )PNRTN Y TN MIsNDY 12w N (Best et al. 2001 Frisch et al. 2004)
Zwicky ) DRINN NYAN Yy NHIYNKI YRI DDITN DININ P2 INDIMAN JPHRTH YR 7D NN
,0M01 N NYMY1 W (1w Kenstowicz 2007 , Steriade 2001a,b ,Hyman 1970 ,1976
DV INVINVPN DY NIIWNY PN VOPN RIM TI52 P NVITIND (signal) NIND DXNWN NNIN
DPONY DIIIYN P20 VHPIN PNVITIND NIND YDV P2 NINNWN NYYNY NN NN DNONN NN
MYNNN Y DOYNINNN DYDY NMNX DMNMYH NNIN,NIT NYNN NYDIVIA ,DUND /D979 NNIN
OV IXDINLVPN NN DY T ,Naya

DINIDIN NN MYINNI NDIYN T2 (DIDN NINN) VIPN IINNYNN TPV TN
YANY 95 .Y DMDMPN DIRINN YYD DMV DINN MINN Y37y .jnds by D¥oDI1nN
N YOP DININN P PNTN T, AN DITY XIN NOYA DNDN NN P2V DIDIN MIND P2 INWINN
DI NN DX ,(NMVY LYY NDINL) YYD AN YOP MHINN DY NDIDNN MIIN NY NDP0N 1O
YININD NN .12V MYNNN DY NPINVPN VRN DY TINYIN YN ,THIDNIND [U] NYNN NI
: N2 TP TO2 D»I2YN OININN P TPTPWIN NININ PRI ¥
NVNN NN NPI2YN [i]-0 122 [U] Y90INRN NN 12 DHIRNNN DT [i]>>[e]>>[a]>>[0]>>[u]

T292 NNN TPNNN NINIY TY TN ITOA OOXIND INYY ,DIXRNNI [€] NINN DD TI-INN .INN2

N



NIV M9 NIN L (NNT NN NON) TONRND NYNND NNT 7I2VN [U] DYDY 29N XY [u] — N2IoND

NINMPN NMAVINN 120 NYIT MNDS 2DN

0NN MNPN .2.5
(2) ; DIVNP (X) : DPPIN MNP NNIY DMNMWIN TDNRNN 122 SVNNRN IPNN P IOX IPNHN
NINVP ND () ; NINAN NN

12 PYN .1NPHN PNKDIDONIV DD 1383 52510 N APNN TNXY MV (§6.1) ©IDNPN
,D22VUNN ,0NAD) PIDWY YN NYITY DY MDY INMIYY DM NPIIY 792171 190N DIDININ
99) DNOY PIDYN MINN DY XD 990Y DXVINTANN IWPIANN , DIV HIMNNY PN (YD
NNYPNN I D1 19DNI ,NOR DIDNDY QDN T HY IPNMIN TOIPIN TPININND MDINVN DIDNN
D291 NOINI XNIN NN MNIPY NYIDY DT DINDIDIN NMVLNAD MPINN ,TINIVPIND
VOIN DYDY, TPLIND MOINY DIDIIN D5 ,1P12¥2 NNPYWA NDPIAY MIVT MVHYN DI D 91D
MTOMN OON

9 DTN MONIN DM NINT 54 NIY 31T 57-9 NN (§6.2.1) NIN2NN MNDNA
MDA DXANNYNN .(NYIN DTN KOO NMIT MW DM MINT 4 MINAN DID) N MININ
MIYOIN DT D991 )T DN IMD WA

TPDINY MV HONNRI MYNN MY 2I2VT 28-D dNYNYN (§6.2.2) MNINLPN MDA
D5 .9N12 PN NXINIWNY DNV MHNN NIY NYNN IDRD MIAPD DN PN DTN .TOIRPINN

ONIPN ITO2 DY 10 WHWVIN DIXINN

n9)0N3 NPT Pon 2.6
YTPAN NMINNY 12 NN L(§6) DINNIN NODMIM (§5) 11NT NIIWNY YONNNN DTN NIND OPD DY
(§7) V7192 NHPRYY 5592 PN PNTN DV

DTN .NDIDNA MIPIYN OINN KINY,(§7.1) DONIN P2 1PNOTL PIOYN 11T N> ;0NN
NN PON .OMDN)N YA DIFNPN 2 TINRD 2NN TN TN L(§5) DTN RIINY 295 PVODIPNN

:(§7.1.1-2 N9 NRDNN ND2VN) (2) NIV DINN I NIRNYN

D)



D207 D227Y) OIONDZAN) D202 0220510 50 57077 21320 — )PPT 5V OO i12)077 (2)
(D2 POVNT TPPE 213277 22 TN 7N VI T77 . DOV 5%-1

MINDIT 09N NON 2% Iy YN
PINVMOVP OTIN
[hip]—/hip/ 'heap' 98% 92% 95% i/ [i]
[spid]—/spid/ 'speed' 5% /el
[net]—/net/ 'net' 10% i/ (€]

[web]—/web/ 'web' 98% 98% 88% /el

[tf=t]—/tfet/ 'chat’ 17% /il
[paes]—/pas/ 'pass' 49% 99% 83% /el [@]
49% /a/

.12XDN2 PHT NITHN DD DINWN NN OMNTI PVDIPND 1PNITI )TN INKD
D2INYN NN NN NYIAP DY WAWND D917 (§7.1.2) DMIDIDNN MNIPYI PNYNN 717NN
,1°72y5 'kangaroo’ ['keen.ga.ul M9 NY0N YW N9IDN MWD NYNN YWNns
JPINRY NYNNN PAY 112 TPNYNN 7PN MIAPYL Nyapd N ['Ken.gu.xsu)

DY NYIDNA PIIYN T FPOIMINNIND NIN NYIONN DY IMDWNI NYN YIWNT DINN
VOPY MIND .NOYA NDIDNN YDIDT NN PANY TN DY YNION NI (§7.1.4) 299NN DD
D201 VYA HYY DININ DY FINIINVP DY WAYND D152 19N NI, INDIMD VIP 1IN OIINNIIN
(M Escudero et al. 2008 ,Vendelin and Peperkamp 2007 ,Paradis 1996) mvwrwn

NNNN DY WAYND D13 NOYN HY DO TINION DINIDIND D) ,0ONINN NN )PHTY IavN
209 0ONNND 2N L2-n nORwN NN YW nann man .(§7.2) NOINYN 12NN DY NP9Yon
YT HY DMWY 1IIY OIDINN IR ITD DTINID NHXRNND PR OX L1 79N nova o»warn n1ann
Shinohara , Gouskova 2002 ,Paradis and LaCharité 1997) o0 b¥ nunwn N 177NN
»waN 'nYa N 'Earl Grey’ [3at gaer] no9Inn N9 02 vy TN Mk ,ownd (1w 2004

9 9 ['e.Bel gsei] m7ayn NMINN NYAPNM NYNN NITHIN 1O, 713y

»



DIPYA DY NNV NIWIN NTIPN N TY DTN, MOINY DD YW NYIDNI )0 D
Shinohara ) N9 (Kenstowicz 2001) Fon-2 ,(Silverman 1992) 9712 NN 92770 .0y0ON
I INN DYVLN DIPH DNAY DXIPHNN 90D ,NT IYPNA 1DT NXRNY NPN NIy . (2004
(D19NP2 OYMINNI 2%-1D MND) YIYTN NIN

INIIN PYTPTN DTN 51PN PTNY DRI MDINRY D) HYW NIDNA DIV D299
LOMINNN VOP ,L2-n 10 TIN VYD) NYIDNN Y2309 P2 PNPRIVIND ,NT DTN .§7.4-2
NN ,N291 HY TANDN NN NN NPX9N (121 X9DIDNN PITRT MYOWN PNIANN NN INDN
L1-2v59n

NNYO MONIY MOIRY D¥IMNIY NNN NYINN .MININD NYDINA SNN N IPNN ,DIDDY
YN DY INNY IWARD NN DY NRYY,L2-2 Mpnn NN a5 1322 ,AWaNN D33 NN INT DY
DNV DXANN ¥ NPVLNN MPANN T NN MIVAND 1IN MY DININ .DINN YT HY S0INDN
DMINY .TPVIND MPOPY DY NPNY TIN,NDINYN NN NN DMWY YNID DINDNI DY
L2-2 9100 NN qwann Y95 1oyt nnd L1-2 0590 Dy 19707 .0»yin nvno 0a»N NN
.DYTNY DMIPNNRY JPNTN DY DIIVNIIN NITIN NN DIPRYNI DIPNNN 217,00

L2-2 mnt mmy . ,mnwn MINSIN NP29N MDINY 091 DY NDX0NY NNMN mNaND
YNV HY PNING TWAND WINN NIN IMNY YONNN DTINN .L1-2 0w 09N YNND MmN
5Y DDIANN HVID TIY KD IONDIMON DTN AV DY NINMND NITIN MY, THN : JDI2-12 NYIN
SV NIMYN MIRNIND TR .PNTH 19IN NIIIY NNV IVIN NON ,DI12)T DY DIVIDYI MYVINND
Sy DIV DXNINN NYIYN YT DY D) 10D ,¥XINN PVONXIIVON ITINN >T> DY NI NOXONN
MPN NWIZYN DN MYNNIND NN YXIND HTINN .N2I0NN

ST 123579V 21, 1PIAYD TPDIND MYNN NDIRWA TRNNN AN ITINNY M2
DYNYY HY DMOVDIPRN DIIINNN ,ONON 1D 5D OININ P2 JPNT DY NIV DTN DIVINND
IT HY NN WHRYH 9150 0t Y TINN IR wHwNN jnd-n v 09N, MYNNT MDMONNDN DMWY

NIV 0 DN NVITIN VYD DY DDIANN

Be)



D991 199N

LSS
L e e e aaas NI1an
e ———————————————— PRTY MONRY DN
L ————— IMOINY DN NPNI TN .1.1.1
e YT 112
RSP PRTUPRPOPI NTaYN Man
e e rae e nes MMNY 091
e —————— IMINY DY JN
D e ———————— (compliant) oo Moy on  2.1.1
B s (non-compliant) mMn’on XY MOINY D10 .2.1.2
1l MOINY OPIN MMY T .2.1.3
14 o PIN-TX MP MTOMN N .2.1.4
1S (MSVITR) NDIDN DOYNINN DT .2.1.5
1B e (MNVTR) N2ION
17 e, MOINY DD NMNVITNI DN XY DVDN .2.2.1
18 s NPINNNIN Myown .2.2.1.1

24 oo LI/L2 pytprowymmy 2.2.1.2

2D NPYNOPHID NN .2.2.1.3

20 e MOND MNTM TPNIIN .2.2.1.4

2T e oYY .2.2.1.5

27 o MOINY DD NMSVATNI DN DVLIN .2.2.2
28 i, VN IN TN (NNVITN) NPHION .2.2.2.1

30 NYNOMOONY IN NNX TPNOMS  .2.2.2.2

3D it —————————————— YP 1599380 HY ININN
1 TSRS 92Y2 DINYY
1 TSR RRSTPPRRP ™Y MYNN
30 e ————— M9y MYNN SY NPION YT .3.2.1
40 oo 92¥2 MYNN HYOLOIPX MM .3.2.2
A2 s Floyoyy .3.2.2.1

A2 e F2>oqy .3.2.2.2

A e ————————— F3>oy .3.2.2.3

A3 o TVR .3.2.2.4

A3 DYPI2 NPINNIDIV  .3.2.2.5

D e e e e anes PTINNO
D e ——————— nHann Mman  .3.3.1
A e Dyv  .3.3.2
D0 e e e e rra e NVIIND MM
B0 s TPNINON NPIDIVIIN NMIINN
D TMVONIIVD NPHIVAIN NOININN
B e ———— Just noticeable differences (jnds)

1.2

2999

2.1

2.2

399

31
3.2

4999

4.1
4.2
4.3



D e ———————————— 0ININ 1INT
1 T SO OPPR PP DTN O PN
B4 e PN MM N7
B8 e MHNTI M PNT
B9 i NIT HYHOILNPNS HTIN
B e TN MmN .5.4.1
T - NYIN-YDDIIN DONPIN .5.4.2
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